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Current approaches to deal with the socio-economic implications of climate change rely heavily on economic models that compare costs
and benefits of different measures. We show that the theoretical foundations underpinning current approaches to economic modelling of
climate change are inappropriate for the type of questions that are being asked. We argue therefore that another tradition of modelling,
social simulation, is more appropriate in dealing with the complex environmental problems we face today.
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1. Introduction

Climate change brings into sharp relief the most difficult
problems in addressing the interaction between science and
policy.

Instead of trying to solve an existing environmental prob-
lem, the aim is to devise policies to prevent a problem that
scientists expect to emerge. The process leading to the prob-
lem is not itself well understood. There are partial physical
theories but no usable theory of the whole of the relevant
physical system. There are no useful and relevant social the-
ories and, yet, the source of anthropogenic climate change
is ultimately the behaviour of social systems. Both systems
are characterised by enormous complexity and the interac-
tion between those systems cannot but add to that complex-
ity. Moreover, the information available to policy makers
makers is plagued by large inherent uncertainties due both
to measurement errors and conceptual ambiguities. Reality
is complex and the prediction of future developments is be-
yond our capacities now and for the foreseeable future. As a
result, the normal approaches of the natural sciences are not
applicable to a problem posing one of the greatest potential
threats to the future of the planet so far identified.

In situations where decision stakes are high and uncer-
tainty looms large, conventional scientific approaches may
not be relevant. We argue that it is necessary to step back
from the development and application of high theory and re-
turn to observation and classification in order to find a new
basis for devising public policies. In particular, we argue that
economics based approaches to integrated assessment from
the DICE model [27] onwards are fundamentally flawed.
Never having been based on observation and thus paying lit-
tle attention to ascertaining conditions of application, eco-
nomic theory is irrelevant on its own terms to the analysis of
climate change. We make this point at considerable length

in sections 2 and 3 because of the influence of these models
in the political process, the importance we attach to the haz-
ards of climate change and the need for useful and relevant
guidance for policy formation.

The approach we offer in the place of economics is drawn
from agent-based social simulation. The agent in social sim-
ulation is a software representation of real actors. Agent-
based social simulation models are concerned with the ways
in which social structures emerge from interactions among
individuals and how those structures influence and constrain
individual behaviour thereby to alter or reinforce the social
structures.

The advantage of agent-based social simulation is that
it can combine the problem orientation and commitment to
observation of the sociologist and anthropologist with more
formal approaches and arguably more careful methodology
of the natural scientist. We argue that agent-based social
simulation supports a new methodology that itself provides
a suitable framework within which to collect observations of
the social and physical systems, to generalise from those ob-
servations and to identify relationships and processes that
must be understood before policies to deal with climate
change and its effects can usefully be formulated.

2. The integrated assessment experience and the
interface between physical and socio-economic
modelling

The interface between physical and the social sciences
in general and between physical and socio-economic mod-
elling in particular is shaped by the prevailing dominance of
the economist’s view on how the decision problem should be
framed. In this view dealing with climate change is mainly
a cost-benefit problem. The costs of measures for prevent-
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ing climate change have to be compared to the benefits of
preventing potential damages from climate change. Physical
models provide climate scenarios, economic models serve to
quantify the costs and benefits for reducing greenhouse gas
emissions (GHGs).

In the field of integrated assessment one attempts to in-
tegrate physical and economic aspects within one modelling
framework to be able to provide more meaningful informa-
tion to decision makers. Integrated assessment models range
from highly aggregated models such as the DICE model
of Nordhaus [27] to process based models where processes
from climate to ecosystem change to the response of hu-
mankind are addressed in a detailed fashion [34]. The DICE
model is a dynamic optimisation model for estimating the
optimal path of reductions in GHGs. An aggregated global
welfare function is optimised where choice is limited to con-
suming goods and services, to investing in productive capital
or to slowing climate change.

Such approaches lead to disputes and arguments that do
not address the core problem. Among economists, for ex-
ample, there is a dispute over the appropriate level of the
discount rate and to what extent cost-benefit considerations
are useful for informing political debate. Several attempts
were made to resolve the unrealistic assumption of a single
decision maker by using multi-actor models, e.g., to model
adaptive management of climate change mitigation in order
to determine the optimal carbon tax or trading patterns (e.g.,
Hasselmann [13]). However, there is a notable absence of
alternative approaches which try to tackle the problem by
starting from the realisation that we simply do not under-
stand the relationships involved or their consequences.

The interface between physical and social modelling has
so far rested on something like a damage function which ei-
ther entered a cost benefit analysis or served as a target to
measure the effectiveness of response strategies. Current
approaches, following standard economic modelling prac-
tice, imply greater predictability in the environment and the
consequences of physical–social interaction than experience
shows to be warranted – even (or particularly) with eco-
nomic models on their own. These models do not allow for
new behavioural patterns and social processes to emerge.

The essential problem is that economists start with a
given set of modelling techniques and representations and
then specify the object of the analysis in a manner that is
suitable for those techniques and representations. What we
need to develop is a framework within which to anticipate
opportunities and threats and which will support changes in
analytical approaches when the events that do emerge turn
out to be different from our anticipations. No modelling
technology that could support the analysis of such emergent
phenomena will easily be reconciled with the equilibrium
models of economists.

3. The economics problem

In this section, we address the issue of cost-benefit analy-
sis by applying it to the use of integrated assessment mod-

els drawing on economic theory. The particular question we
address is whether, in principle, the expected benefits from
using such models to determine optimal social policies such
as carbon tax levels exceed the expected costs. We conclude
that no such assessment can be made for economic models
or, we believe, for any model at all.

The argument turns on a formal analysis by Moss [22] of
the costs and benefits of using any model for policy analysis.

The essence of cost-benefit analysis is to maximise the
expectation of net benefit. A model should be used for pol-
icy analysis in a manner which maximises the policy ana-
lyst’s expectation of policy benefit net of all costs associated
with the analysis and policy implementation. In particular,
an economist who satisfies his own definition of rational-
ity will maximise the benefit of the policy actions less any
costs of implementing the policy or any costs of identifying
whether the model generating the policy were valid. Thus
we shall say that a particular policy is implied by a model
whenever the model is the best available and, at least, is no
worse than any previous or current policy model.

The fundamental issue here is model validation. The ter-
minology comes from computer science where a program or
system is validated by demonstrating that its designed mech-
anism works as intended. Obviously, no program, including
computational or simulation models, are applicable in all cir-
cumstances. An element of the validation process is to de-
termine the circumstances in which the program design is
appropriate. In applying cost-benefit analysis to the use of
any particular model, we are in effect engaging in a process
of validating the model quantitatively and/or determining the
conditions in which the model is valid.

The formal argument is presented in the appendix. A ver-
bal description of the argument is presented here.

Both the costs and the benefits of actions are assumed by
cost-benefit analysts to have monetary values. In the case
of climatic change, the value of the benefits of a successful
policy will include the value of outputs of goods and ser-
vices that would not have been produced in the absense of
the policy (perhaps the greater provision of skiing facilities),
the value that households would pay for leisure activities
that would not have been possible due to climatic changes
(additional skiing time, for example), the value of damages
from natural disasters that would arise from climatic change.
Costs would include any additional costs to industry from
the investments required to reduce GHG emissions and re-
duced outputs as a result of the policies (sun blocks, for ex-
ample).

An additional type of cost would be the cost of deter-
mining whether the policy itself is likely to have the conse-
quences claimed for it. If the policy is implied by some so-
cial or economic theory or model, the consequences claimed
for the policy will be realised if the theory or model is “cor-
rect”. Indeed, if the criterion of goodness of a theory or
model is that it should yield correct predictions, then a par-
ticular application of that criterion is that the consequences
of policy-based actions predicated on that theory or model
should have the consequences implied by it.
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It is conceivable that some theory or model is so general
and well founded as always to yield the correct predictions
(including predictions of the consequences of adopting some
policy) always and everywhere. It is also possible that a the-
ory or model will sometimes yield correct predictions and
sometimes yield incorrect predictions. When dealing with
complex systems and, even more importantly, when dealing
with the interactions among several complex systems such
as physical, biological and socioeconomic systems, deter-
mining the circumstances in which one can have confidence
that a particular policy will have the intended consequences
is a highly non-trivial task. If it is possible, it may well be
expensive. This expense, if incurred, would be an additional
cost of the implementation of a policy.

To represent this problem as one of cost-benefit analysis,
it is necessary to assume that there is an expected benefit
from the policy conditional upon the validity of the underly-
ing theory and a different expected benefit in the event that
the underlying theory is invalid. If the theory is thought to
be valid in given conditions – the theory’sconditions of ap-
plication – then the expected benefit if the model is correct
will be conditional on the satisfaction of those conditions
of application. Similarly, the expected benefit if the model
is not applicable will be the expected benefit conditional on
the failure of the conditions of application. The derivation
from this specification of a useful formula is reported in the
appendix. The formula is:(

1−9(8))E(B|¬C)+ c(8) > 0, (A.6)

where8 is the set of conditions of application that is inves-
tigated to determine whether or not they hold,9(8) is the
subjective probability that all of the conditions in8 will be
satisfied,E(B|¬C) is the expected benefit of a policy given
that its conditions of application do not hold andc(8) is the
cost of ascertaining whether all of the conditions are true in
the set of conditions of application8. There would be a
condition of this form for every combination of conditions
of application.

The inequality (A.6) defines the circumstances in which
the rational economic policy analyst wouldnot ascertain
whether or not the conditions in8, the conditions of ap-
plication of the theory, hold. The first term on the left side
of the inequality is the product of the subjective probability
that the conditions of application in8 would not all be true
and the expected benefit from the model generated policy if
it were indeed the case that not all conditions of application
were satisfied. Consequently, if the policy analyst were con-
vinced that, for any set or subset of conditions of application,
there were actually or virtually no chance of the conditions
of application not being true, then the policy should be ap-
plied without incurring any costs of validation of the model.
In effect, such a policy analyst would be convinced that his
model were completely general in application. Alternatively,
the policy analyst might accept that there are circumstances
in which the model were inapplicable but that, even in such
cases, the benefits following from the policy action would
not be so bad as to make it worthwhile to incur any costs to

validate the model. Finally, it might be that the cost of vali-
dating the model in any given set of conditions were large in
relation to the costs of using the wrong model to determine
policy.

In short, there are three issues to be taken into ac-
count when applying cost-benefit analysis to the question of
whether to validate a policy generating model. These are:

• The costs of validation.

• The likelihood that the model would fail the validation
procedure.

• The cost of implementing policies derived from the
model if the model were not in fact valid.

3.1. Validation issues with respect to the DICE model

Sanstad and Greening [35] note that three types of eco-
nomic modelling approaches are applied to climate mod-
elling:

• neo-classical growth theory based on aggregate produc-
tion functions,

• neo-classical general equilibrium theory,

• large-scale energy-sector models.

All of these approaches rely on some measure of social
welfare represented as a social welfare function which takes
as inputs the utility functions of individual agents in the
economy. And they use a production function. We use the
DICE model first published in Nordhaus [27] as a typical
representative of this class of models. The DICE model is
an intertemporal, optimal-growth model. The model maxi-
mizes social welfare by choosing values for three decision
variables (consumption, investment and emissions control)
subject to several economic and geophysical constraints.
The exact form of the objective function is given by:

maxU =
∑
t

P (t) ln(C(t)/P (t))

(1+ ρ)t . (1)

Discounted utility,U , is a function of per capita consump-
tion,C/P , discounted at rateρ.

Global output,Y (t), is given by a Cobb–Douglas produc-
tion function:

Y (t) = �(t)A(t)L(t)1−γK(t)γ , (2)

whereA(t) represents technology,L(t) is labor,K(t) is cap-
ital, andγ is capital elasticity.�(t) relates production to the
cost of controlling greenhouse gas emissions,TC, and dam-
age from climatic change,d:

�(t) = 1− TC(t)
1+ d(t) . (3)

BothT C andd are expressed as fractional loss of global
output.

These three equations determine the essential decision-
making issues captured by the DICE and all economics-
based integrated assessment models. These are the trade-off
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between damage to the environment as a result of production
activities and the investment required to reduce that damage
and the tradeoff between that investment and household con-
sumption. The idea is that less investment now means more
environmental damage (e.g., as a result of higher green-
house gas emissions generating higher mean global tem-
peratures) but also leaves more output for household con-
sumption which is identified with greater social welfare.
Reducing household consumption allows for more invest-
ment and therefore less environmental damage.

Evidently, the equations capturing these constraints must
correctly reflect the nature of production, the ability to en-
hance or restrain social welfare and the relationship between
production, investment and environmental damage. If this is
not possiblein principle then there is no credible argument
that the DICE or any other model relying on these relation-
ships can be valid. For this reason, we take these three equa-
tions to define conditions of application of the DICE model.
Since policy benefit is the value of the social welfare func-
tion (1), the model can hardly be applicable to circumstances
in which social welfare functions are themselves inapplica-
ble. Also, the relationship specified in equation (2) between
inputs of capital and labour, on the one hand, and aggregate
output, on the other hand, allowing for technological change
over time as captured byA(t), must be able to correspond
to actual production relations and technological change if
the modeled effect of GHG emissons is to have any valid-
ity. If the social welfare function cannot be applied and the
specification of production relations and technical change is
inherently flawed, then it would be hard to justify the use of
a model that relies on either or both of these relations.

In addressing these issues, we rely on theorems proved
by respected, mainstream economists and published in core
economics journals. The one theorem published by a hetero-
dox economist was in a core journal and accepted in its for-
mal aspects by the Nobel Laureate in economics who pub-
lished the first version of equation (2) above.

3.1.1. The social welfare function
Any assessment of the conditions of application of an

equilibrium economic model turns onthe Pareto conditions.
These are the first order conditions for the maximisation of
utility by households and profits by firms. To achieve these,
the composition of each household’s consumption must be
such that there is a common ratio of marginal utility to price
for each commodity consumed. Similarly, each firm must
hire inputs to the production process so that there is a com-
mon ratio for each such input of marginal product to input
price. The second-order conditions (so that utility and profit
are maximised rather than minimised) are satisfied if all of
the utility functions and production functions are convex.

It is always possible to add a constraint to any equilibrium
system such that at least one of the Pareto conditions cannot
be satisfied. One way of doing this is by imposing a tax on
one or more commodities. If taxes are imposed on several
commodities and they are imposed at different rates, then
there will be several, complex constraints preventing the sat-

isfaction of a multiplicity of Pareto conditions. An obvious
and relevant example of a system of such taxes are carbon
taxes.

It has been known clearly and unambigiously since 1956
that, in any regime of taxes on commodities, the effect on
social welfare cannot be determined by any general means.
In the present case, it is not possible to say that a higher car-
bon tax rate will have any particular effect on social welfare.
It might increase social welfare or it might diminish social
welfare. Economic theory says only that we cannot say. This
is a conclusion of the general theory of second best due to
Lipsey and Lancaster [17]. A key passage from the relevant
paper is this:

“The general theorem of the second best states that if one
of the Paretian optimum conditions cannot be fulfilled a
second best optimum situation is achieved only by de-
parting from all other optimum conditions. It is impor-
tant to note that in general, nothing can be said about the
direction or the magnitude of the secondary departures
from optimum conditions made necessary by the origi-
nal non-fulfillment of one condition. Consider, for ex-
ample, a case in which the central authority levies a tax
on the purchase of one commodity and returns the rev-
enue to the purchasers in the form of a gift so that the
sole effect of the tax is to distort relative prices. Then all
that can be said in general is that given the existence and
invariability of this tax, a second best optimum can be
achieved by levying some system of taxes and subsidies
on all other commodities. The required tax on some com-
modities may exceed the given tax, on other commodities
it may be less than the given tax, while on still others a
subsidy, rather than a tax, may be required.”

The implication of this passage – and there are others like
it in Lipsey and Lancaster [17] – is that the imposition of
any tax on commodities (including a carbon tax) is sufficient
to render any social welfare function otiose. If you believe
the theory, then you cannot believe that the conditions of
application of the social welfare function are satisfied. And,
of course, if you do not believe the theory then you should
not be using it in the first place.

3.1.2. The production function
The core element of the DICE model production func-

tion is theCobb–Douglas(1928)functionof the formY =
aKγL1−γ , wherea is any positive constant,K is the stock
of capital andL is the employment of labour in the economy
as a whole. The function has properties which are extremely
desirable from the point of view of economic theory. The
principle such feature is that if labour is paid the equiva-
lent of its marginal product(∂Y/∂L) and capital is paid the
equivalent of its marginal product(∂Y/∂K), then the total
payments to labour and to capital are equal to the value of
output. This is consistent with elementary properties of na-
tional income accounting. Additional, essential properties
of a production function is that the second derivatives of the
function with respect to capital and labour should be nega-
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tive so that profits are maximised rather than minimised. The
Cobb–Douglas function and all functions of its class (i.e.,
linear homogeneous functions) have this property, too.

There is, however, a problem. It has been known since
the mid 1960s (and chronicled by Harcourt [12]) that these
properties of the production function hold in only a few cir-
cumstances. Two of these circumstances pertain only in a
general equilibrium with steady growth so that all values in
the economy such as population, stocks of machines, out-
puts of goods and services all grow at the same constant
rate. If there is a single, constant rate of profit generated by
production in all firms in such an economy and that rate of
profit is equal to the rate of growth, then formally the rate of
profit and the wage rate will be equal to the marginal prod-
uct of capital and labour, respectively. The second case is
where, in every production process, the proportions in which
machines are used is identical and the outputs of machines
are in the same proportions as those in which they are used
as inputs. In other words, there is a unit collection of ma-
chines of given proportions and all production sectors of the
economy use the equivalent of a number of such unit collec-
tions to produce their outputs. And taking all such outputs
together, they amount to another number of such unit col-
lections. A little more concretely, every production process
requires one standard blast furnace, two standard oil refiner-
ies, six standard sugar refineries, 492 standard spades, . . . .

The total output of the economy must then bex standard
blast furnaces, 2x standard oil refineries, 6x standard sugar
refineries, 492x standard spades, . . . .

In the first place, no such equilibrium has ever been ob-
served. In the second place, the point of carbon taxes is
to encourage investments that will change the composition
of capital equipment over time from equipment embodying
more to less greenhouse gas emitting technologies. Conse-
quently, even in the fantastic land where the composition of
inputs and outputs were the same initially, the point of the
taxation regime would be to change that composition thereby
to violate the conditions in which the Cobb–Douglass or any
other aggregate production function of its (linear homoge-
neous) class had the required properties.

There is one remaining case which has been identified
as one where the aggregate production function used in the
DICE and similar models is applicable. That is where there
is one commodity produced in the economy, it is used both
as a capital good to produce more of itself and as the only
good that households consume, it is costlessly malleable, in-
finitely divisible and,by assumption, the additional output
resulting from additional inputs of this commodity declines
as the amount per input of labour increases. In this case, it
is possible for the economy continuously to be in an equi-
librium described by the Cobb–Douglas or any linear homo-
geneous production function and with the consequent bonus
that the Pareto conditions are satisfied and a social welfare
function such as equation (1) above is applicable.

Now add the element of the DICE model production
function accounting for technological change –A(t). This
specification of the production function was devised by

Figure 1. Solow’s production function – “technical change” removed (re-
produced from Solow [38]).

Solow [38], who argued that statistical differences between
observed outputs and those implied by a production func-
tion could be interpreted as being the result of technological
change represented as a shift of the production function it-
self.

By making a whole host of assumptions – Solow was
completely honest about this – he virtually invented a se-
ries of values for capital1 and assumed a particular (and
peculiar) characteristic of technical change and then sepa-
rated out changes in outputs due to that technical change and
changes in outputs due to changes in the amount of capital
employed per unit of labour. Figure 1, showing the relation-
ship between output per worker and capital per worker after
eliminating the effects of “technical change”, is reproduced
from Solow [38].

Note that seven points are above and to the left of the
main body of points forming a slightly curved line. This set
of points stumped Solow until Hogan [14] pointed out that
they were due to an arithmetical error in calculating those
data points. Hogan looked for the arithmetical error because
he knew that the closeness of the relationship between out-
put and capital, as calculated by Solow’s technique, depends
only on the extent to which the distribution of income (i.e.,
the fractions of income going to wages and profits, respec-
tively) is constant over time. During the period for which
Solow took his data, the share of wages in income in the
USA was virtually constant at about 65%.

1 “The capital time series is the one that will really drive a purist mad”,
wrote Solow. “Ideally, what one would like to measure is the annual flow
of capital services. Instead one must be content with a less utopian es-
timate of the stock of capital goods in existence.” Moreover, “lacking
any reliable year-by-year measure of the utilisation of capital”, Solow as-
sumed the unutilised proportion of the capital stock is the unemployment
rate.
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Figure 2. Shaikh’s “data”: the Humbug economy (reproduced from
Shaikh [37]).

Figure 3. Shaikh’s “production function”: underlying Humbug production
function (reproduced from Shaikh [37]).

Hogan’s critique was followed 16 years later by Shaikh
[37], who proved Hogan’s verbal demonstration algebraical-
ly. He then took an invented set of points spelling out the
word “HUMBUG” to relate output to capital. Shaikh’s dia-
gram of this “data” is reproduced as figure 2. He added the
assumption that the profit share was constant at exactly 35%
and applied Solow’s technique to the data. The resulting
“corrected” production function is reproduced as figure 3.

The conclusion is inescapable: Solow’s technique for dis-
tinguishing between the effects of technical change and the
effects of capital investment does no such thing. At best, it
provides a complicated measure for the constancy of income
distribution.

For integrated assessment modelling, the conclusion must
be that even if a single, divisible, malleable good were used
for both production and consumption, if there were techno-
logical change going on then the production function of the
DICE model would not relate to production but only to the
outcome of the social process determining the distribution of
income between labour and the owners of capital.

3.2. General equilibrium models

Although economists have long since consigned the fore-
going results to the scrapheap of history, an early response
was frequently that the results concerning the aggregate pro-
duction function did not affect general equilibrium theory

in which capital goods were represented individually. It
is therefore appropriate to consider whether results in gen-
eral equilibrium theory suggest conditions of application in
which a social welfare function can be meaningfully defined.
As already noted, this would be an equilibrium in which all
of the Pareto conditions were satisfied. Since all, but only,
general equilibria are characterised by the satisfaction of all
Pareto conditions, it is sufficient to consider conditions in
which such equilibrium is possible.

In the most general versions of general equilibrium the-
ory, all transactions are agreed at the start of time. Each
transaction is contingent on a set of events pertaining at the
time the transaction is to be completed. For example, an in-
dividual might contract to buy an umbrella in Duluth, Iowa
on 12 January 1944 provided that it is raining and the indi-
vidual is in Duluth on that day. Since all of these models
require there to be a given set of individuals defined by util-
ity functions and probability distributions for the occurrence
of every possible event at every date, any individual around
at the Creation is assumed to be around forever – including
on the date 12 January 1944.

The first of these models was due to Arrow and De-
breu [3].

The first economist to pursue the consequences of assum-
ing that individuals in such a system could agree and com-
plete transactions at every one of a sequence of dates was
Radner [33]. The implication found by Radner for the exis-
tence of a general equilibrium when there are spot markets
(i.e., markets in which goods are exchanged for money at the
same time as, for example, in a shop) is this:

Agents can have rules to determine their supplies and de-
mands for the various goods and services available to them
in different circumstances. In the original general equilib-
rium model of Arrow and Debreu [3], such rules were not
necessary because all the information that would ever be
available was conveyed by prices. But when trading takes
place and can be revised over time, then the ways in which
other individuals behave will affect the consequences to you
of your own behaviour. Moreover, the amount of informa-
tion about other agents and their rules of behaviour grows
without limit. Unless individuals all have sufficient compu-
tational capacities to calculate their own best rules of behav-
iour by identifying the rules used by the other individuals
(and the effects of those rules on themselves), there can be
no general equilibrium. If, however, computational capaci-
ties are limited, then eventually there will be more informa-
tion available than the individuals can use. Consequently,
general equilibrium cannot exist unless individuals have un-
limited computational capacities.

3.3. Economic approaches to integrated assessment of
climate change: conclusion

Our conclusions could hardly be simpler. The aggregate
production function itself has no meaning in a world of het-
erogenous fixed capital and, if it did, the effects of techno-
logical change on the relationships between inputs of labour
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and capital and outputs could not be identified empirically.
General equilibrium approaches are not applicable unless it
is argued that all individuals have effectively unlimited cog-
nitive and computational capacities.

In terms of the cost-benefit analysis described at the start
of this section, the probability that any of these conditions of
application will be satisfied is arguably nil. We already know
from Roughgarden and Schneider (1999) that the “benefits”
implied by the model being incorrect in relation to the pa-
rameters of the damage function, could be large and nega-
tive. The resources being devoted to integrated assessment
and the development of climate policy indicate a widespread
and influential view that failure to deal appropriately with
anthropogenic climate change could have very high costs
indeed. Failure to deal appropriately with climate change
might result from conclusions drawn from economic mod-
els that operate outside of their range of application. At the
same time, the costs of determining that we do not all have
unlimited cognitive capacities and that capital equipment is
not homogeneous and costlessly malleable are simply the
costs of common observation and are, therefore, very small.

It follows that even the economist who is rational in his
or her own terms will reject the prevailing economic ap-
proaches to integrated assessment.

4. Integrated assessment modellingde novo

The influence and importance of economic models in the
integrated assessment research programme suggests that the
rejection of that approach makes a new start reasonable. Our
objective is to outline a research programme in relation to
the intended destination rather than somebody else’s exist-
ing point of departure. It is therefore appropriate to identify
some key issues for the development of a new integrated as-
sessment modelling technology.

We start by recognising that our target is to develop tools
to inform climate policy analysis concerning the interactions
between natural and social systems, each on a global scale.
Each of these systems is immensely complex. We have
good, reliable models of some relatively small elements of
the natural (physical and biological) systems but we have no
prospect of a predictive theory or model of those systems
as integral entities (e.g., a human body or an ecosystem) or,
even more surely, of the physical and biological systems to-
gether (e.g., the global carbon cycle).

As for the social system, we have no reliable models of
any elements of the system and, what is more, there is no
prospect of such models. The reason is clear. Many social
structures and institutions have developed in order to enable
individuals to make decisions in the face of their inability
to predict future developments and the effects of those de-
velopments on the consequences of the individual’s actions.
Some social structures have developed to reduce uncertainty,
the prime example being property rights and the norms of
social behaviour that support respect for property rights. So-
cieties typically develop formal representations of the more

important norms of behaviour and other elements of the so-
cial structure. Most of us would not commit murder whether
or not murder were an illegal act but the uncertainties gener-
ated by murderers are such that all societies have clear sanc-
tions to remove murderers from their midst. Property laws
are partly to enable individuals to know that they will not
normally lose what they have or what they produce but there
are many property laws and considerable case law to clar-
ify issues so that the detailed effects of the relevant social
structures are relatively clear and certain.

Other structures and institutions recognise that some
events are inherently unpredictable. Thus we have stock ex-
changes, commodity (futures) markets, insurance schemes
and the like. We also have governmental institutions that
slow the pace of change in the social structures to lend sta-
bility to the social system by avoiding “knee-jerk” reactions
to passing events.

It is not hard to multiply examples of social structures and
corresponding institutions that exist to mitigate the effects
of the unpredictability of social systems and, so, to realise
that any social theory that were accurately to predict social
system behaviour would change the conditions that gave rise
to the system structures and forms in the first place.

We conclude that, while developing the ability to predict
the course of events in physical systems does not change the
systems themselves, there is no possibility of predictive so-
cial theories because such theories would themselves change
the structure of the system. At the same time, all cost-benefit
analyses depend on being able to identify all possible fu-
ture outcomes, to predict their values (positive or negative)
and to assign to each such event a probability of its occur-
rence. History and experience combine to suggest that the
social system has developed to enable individuals to under-
take commitments in the face of their inability to formulate
probability distributions for the occurrence of all possible
relevant futures. This is a different kind of system from that
in which cost-benefit analysis is applicable.

4.1. Model validation and verification

If one does not rely on predictions to test a model’s relia-
bility what else can be the criteria to build trust in a model’s
quality and plausibility. We suggest to use a correspondance
to issues of software validation and verification in computer
science. Integrated assessment models are in practice com-
putational models implemented as computer programs.

A program is said to be validated if it is demonstrated
to do in practice what it was designed to do. A program is
said to be verified if it is demonstrated to be consistent and
sound relative to some appropriate formalism. The purpose
of validation is to ensure that programs do what is expected
of them in actual operating conditions while the purpose of
verification is to ensure that the properties of the program
design are clearly understood and the program properties are
not contradictory.

In social simulation modelling, validation is the demon-
stration that the model as program produces outputs that cor-
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respond to observable properties of real social systems. They
do not capture every property and do not replicate in de-
tail every event of real social systems but they capture some
properties and replicate some events. A validated model
would relatespecifiedconditions to social processes pro-
ducing observed outputs. Those specified conditions are the
conditions of application of the model.

A verified model is one that is demonstrated to be sound
and consistent with respect to some logical formalism. Sev-
eral research teams in the field of multi agent systems (which
includes social simulation) have adopted acompositional
verificationmethodology. In software engineering, the pur-
pose of compositional verification is to start with desirable
system properties, break up the system into components of
manageable size in order to identify the properties of those
components that will guarantee the desired system proper-
ties. The next step breaks up each of those components into
manageable sub-components and then those into sub-sub-
components, and so on, until the properties of the lowest
level of component can be proved formally.

To take a physical example, Horton’s Law states that the
number of links among river segments increases as a power
law in the order of river segments (i.e., the number of links to
other segments that has to be passed before the river reaches
the sea) (Bak, 1997). For purposes of modelling surface wa-
ter flows over an area of land, the power law distribution can
be used. But if it is intended to change the course of a river or
to build a dam, then a more detailed model of the river sys-
tem in question and its relation to population or industrial
centres, etc. will surely be required. Similarly, in markets
there is both empirical and simulation evidence that market
shares have a power law distribution (Moss [25] and Moss
et al. in prep.) and that the longevity of firms is distributed as
a power law. In coarse grained models, it will sometimes be
appropriate to represent markets by the appropriate, empir-
ically estimated, power law distributions. But in modelling
the behaviour of participants in such markets, an explicit rep-
resentation of actors and their behaviours will be required. In
this case a test of the consistency of these more fine grained
representations with the more coarse grained representations
will be whether the structure of river segments or the mar-
ket shares of the more fine graned models corresponds to
the same, empirically estimated power law distribution as
is used in the more coarse grained models. More generally
such approaches will serve to investigate the link between
system properties at the macro-scale and the composition of
the constituents at the micro-scale (Pahl-Wostl [29]).

Verification and validation should go hand in hand. To
explicate this proposition, we turn first to the relationship
between validation and conditions of application. Once that
relationship is clear, we turn to issues of verification and
argue that compositional verification in particular supports
the development of simulation models that are readily com-
prehensible to modeller and user alike and, in addition, are
demonstrably consistent with well validated representations
of individual and group behaviour.

4.2. Validation and conditions of application

In the physical sciences, models are frequently validated
experimentally. In the Popperian ideal of real science well
designed experiments should allow the falsification of any
theoretical statement. However, this ideal has its severe lim-
itations, already in the physical sciences. Where big, com-
plex systems are involved, as in the case of meteorological
models, some model components are frequently already well
validated (for example, thermodynamic equations) while the
model as a whole can only be validated statistically against
experience. Models are “tuned” by estimating parameters
so as to capture on average and with minimum variance the
time patterns of movements and characteristics of weather
systems.

Models of social systems cannot in practice be vali-
dated experimentally although there is considerable and in-
teresting research applying psychological experimental tech-
niques to assess the extent to which individuals’ behaviour
corresponds to economists’ assumptions. In general, it does
not (Allais [1]; Kahneman and Tverski [15]).

Since the target systems of integrated assessment models
are large, complex physical, biological and social systems,
experience would not lead us to expect experimental valida-
tion of the models. Moreover, the very size and complexity
of these systems individually as well as their combined com-
plexity ensures that no model that we can comprehend will
be correct and complete. Our models can be no more than a
set of descriptions of what we observe together with suppo-
sitions about currently unobservable relationships that help
to make our descriptions of the observable more comprehen-
sible to us. So our purpose is not to find a correct theory in
the sense of a theory providing accurate predictions of fu-
ture events but rather to find descriptions of the phenomena
of interest that help us to formulate plans of action to miti-
gate adverse outcomes and to enhance positive outcomes.

An obvious issue here is to determine the appropriate de-
scriptions. Models of the relevant natural systems will natu-
rally cohere with experimentally and observationally estab-
lished relationships. Models of relevant social systems can
only cohere with observationally established relationships.
Some of these relationships will be described by indepen-
dent observers and some by stakeholders. The point is to
capture these various descriptions in a manner that does not
distort them but that supports both the development of a con-
sistent common description of the relevant relationships and
that supports an exploration of the consequences of actions,
given the correctness of the consistent common description
of those relationships.

Instead of supposing there to be a “representative house-
hold” or a single policy-setting figure, there is clearly some
advantage in descriptively accurate representations of the
relevant actors and the ways in which they interact. We
submit that a powerful approach is to represent the actors
by means of computer programs that take as input represen-
tations of perceptions by the real actors, that process those
perceptions in order to produce outputs corresponding to the
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actions of the real actors. These computer programs are
known to the distributed artificial intelligence community
as agents and this approach to describing actors and inter-
actions among them has been developed by social scientists
as agent-based social simulation. What is novel about the
approach suggested here is the direct involvement of stake-
holders as participants in the specification and evaluation of
the agent-based social simulation models. A feature of this
involvement is that the stakeholders specify the conditions
leading to various observed behavioural patterns and are
then involved in either the corroboration of the outputs from
the models as accurate or at least plausible or, if they cannot
offer such corroboration, the identification of any misspecifi-
cation of behaviour or relationships that will have generated
the inaccurate or implausible results. Stakeholder participa-
tion in this way provides an important basis of model vali-
dation.

Stakeholder participation also insures the identification of
socially constructed reality and the mental models of indid-
ual actors. A person’s behaviour is to a large degree affected
by expectations, which are in turn based on a person’s model
of reality. Humans not only construct reality in their minds;
their behaviour also causes this reality in their minds to be-
come reality in their environment. Group model building
has shown to be a powerful instrument to reveal the impor-
tance of mental models and to deal with messy problems
(e.g., Vennix, 1999).

A clear difference between this participatory agent-based
social simulation (PABSS) and the existing conventions of
micro-economic, optimising models typified by DICE and
its genre is that validation in this case is a reflexive process
involving both modellers and stakeholders whereas valida-
tion (if done at all) in the DICE and similar models starts
from formal specifications of behaviour and relationships
derived from economic theory and compares the model out-
puts with available statistical data. The participatory nature
of PABSS ensures that validation is a more thoroughgoing
process involving also discussions between stakeholders and
modellers. In this respect we follow the tradition of soft sys-
tems methodology where the quality of a model depends
on its ability to structure the discussion about a problem
(Checkland [8]).

The conditions of application of the models apply ex-
plicitly to the nature of the process as well as to the state
of the environment. It is important that different dimen-
sions of validation are combined namely the validation of
the model against data, against knowledge of domain ex-
perts and against stakeholders perceptions in the participa-
tory settings. This will be particularly important if we intend
to identify relevant descriptions for the future behaviour of
systems that is outside the realm of what has been observed
in the past. Stakeholders may differ considerably in their
perceptions of behavioural changes and in the expectations
they hold regarding the behaviour of others. Some of these
perceptions may also be implausible or even impossible.

Consider the example of consumer behaviour. Domain
experts may contribute their expertise in studying the behav-

Figure 4. Different dimensions contributing to development and validation
of an agent-based model (ABM).

iour of a wide range of consumers in socio-psychological
studies. Individual consumers may judge the representation
of their own behaviour in a model. Statistical data on trends
in consumer behaviour give empirical background on what
has been observed in consumer populations over the past
years. Combining these different dimensions of evidence
and validation is not a trivial task and requires advances in
method. Figure 4 shows the different contributions to de-
veloping and validating an agent-based model. A process to
do so is currently developed within the EU-project FIRMA
(Freshwater Integrated Resource Management with Agents)
where particular emphasis is given to the involvement of
stakeholders in the process of model building and develop-
ment.

4.3. Validation and aggregation

It has long been known (Miller, 1956) that people can
hold in short-term memory between five and nine “chunks”
of information at a time. Such “chunks” can be more or less
complex depending on the experience of the person with the
information and relationships being considered. This cogni-
tive limitation behooves modellers to restrict the number of
entities represented in their models either by implementing
them as aggregates or by seeking to capture only a few of
the features and characteristics of the target entities. In the
language of computer science and artificial intelligence, de-
tailed representations of target entities are fine grained while
aggregate or partial representations are coarse grained.

The proposal here is that the grain of analysis of any
model should be only so fine as modellers, stakeholders and
other model users can understand. Swamping users with de-
tail or large numbers of agents does not help either in the
elicitation of descriptions of relevant behaviour and relation-
ships or in the understanding of results. There seems little
point in substituting a poorly understood artificial social or
natural system for a poorly understood real system. In par-
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Figure 5. Grain of analysis and degree of formalism in agent-based models.

ticular the problem of over-parameterization is not trivial for
agent-based models.

An important aspect of our vision of integrated assess-
ment modelling is that the models should be convincing to
stakeholders and, to make them more convincing, that the
stakeholders should be able to query the models to deter-
minewhyparticular outcomes emerge from the models. Our
method follows the method of compositional verification. To
explain phenomena emerging at a coarse grain, the compo-
nents of the coarsest grain model are themselves modelled
to give a validated description of the processes, relation-
ships and behaviour generating the outcomes observed at the
coarser grain. For more detailed explanations, the compo-
nents of the finer grained models can themselves be mod-
elled to describe the sources of the previously finest grain
behaviour. This decomposition of each model into compo-
nents which are themselves then modelled can proceed until
there is a validated model comprising agents with cognitive
processes verified with respect to an appropriate and experi-
mentally validated cognitive theory.

This implies for an agent-based model to be useful in a
participatory setting that it can be explored at several hierar-
chical levels to show the user different levels of details of the
description of the behaviour of relevant agents. And the user
should be able to explore the implications of choices in pa-
rameter settings and the uncertainties that may emerge from
such changes.

4.4. Validation and verification: a summary

The purpose of the verification and validation procedures
discussed in this and preceding sections is to provide a suite
of models at different grains of analysis such that each model
is consistent with the models at finer grain (indicated by the
vertical block arrows in figure 5) and every model is vali-
dated with respect either to stakeholder understandings (such
understandings perhaps developed through participation in
the modelling process) or with respect to independent, per-
haps empirical, observation. As in figure 5, moving from
finer to coarser grain typically involves implementing agent
representations of fewer actors than are actually observed
though it is always important to implement enough agents
to capture the qualitative nature of the interactions among
observed actors.

5. Characteristics of a constructive procedure

A constructive procedure for integrated assessment of
climate change requires the development of an analysis of
social behaviour, including its economic aspects, that has
both empirical validation and qualitative plausibility. This
is a pragmatic but essential issue. Instead of assuming with
economists that unobserved relationships are always correct,
we look to externally validated elements for our models and
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then assess the outputs from our models in terms of good-
ness of correspondence to both available statistical records
and the qualitative historical record as assessed by domain
experts. Those externally validated elements of the models
define the models’ conditions of application.

This approach is closer to that of physical modellers, who
are concerned with the conditions of application of their
models, than to economic modellers. Conditions of appli-
cation refer often to the empirical relationships that have to
be included. Confidence is generally enhanced by a model’s
ability to reproduce empirical data. However, our concern is
not just with the replication of the fundamental features of
statistical data series but also with qualitative relationships
as understood by domain experts.

A difference between the modelling procedures proposed
here and physical modelling is that we do not propose to
predict outcomes. Given the uncertainties in global climate
and the long-term unpredictability2 of weather, there exist
also severe limits to predictability in physical models (e.g.,
Pahl-Wostl et al. [31]). However, we would like to empha-
size to take the limits to predictability one step further. Our
modelling rationale is the development of tools for counter-
factual experiments and for what-if analyses to inform and
help focus discussions about policy measures and also to
help identify social and perhaps physical processes that ana-
lysts might not otherwise have considered.

So we start our analyses from plausible accounts of im-
portant relationships in social responses to climate change.
By plausible, we mean that observed qualitative conditions
and statistical descriptions put into the models yield outputs
which also correspond to observed qualitative features and
statistical descriptions of the phenomena of concern. An im-
portant feature of such models is that they capture represen-
tations of changing social relations. These relations encom-
pass the social embedding of an individual and the complex-
ity of an individual’s exchange with his environment. Such
changing relations would include institutional changes in ex-
change, changing organisational structures, the development
of new mental models by agents and how these affect policy
assessments.

5.1. Investigation of new behavioural patterns in social
systems

A new modelling approach should account for the differ-
ent kinds of interaction among agents as well as with their
social and natural environments. In current approaches, the
interface between social and physical modelling is mainly
given by the price mechanism. Potential damage of climate
change serves as input into economic growth models. The
consideration of measures is mainly limited to conventional
policy measures such as carbon or energy taxes. However,
mitigation of, or functional responses to, climate change
will entail processes of social learning where environmen-
tal awareness and the formation of values are important. For

2 This unpredictability can, for example, be modelled as either chaos or
self-organised criticality.

strategic planning, one has to take into account the forma-
tion of expectations that may be informed by results from
climate forecasts and expected policy measures. This im-
plies that one has to account for the flow of information
other than market prices. Rather than building large fully
integrated physical-social models we will investigate the ef-
fects of different types of information. We will further rep-
resent the influence of information, the attitude towards and
the perception of risks, different levels of individual and so-
cial values, the importance of uncertainties for the processes
of policy formation.

Representations of some agents will be based in estab-
lished theories of cognition. The agents represented in this
way are those engaged in strategic behaviour including plan-
ning, generating and modifying social policies, guiding the
process of technological and institutional innovation, deter-
mining the scale and direction of investment, etc. Other
agents can be represented more simply without loss of de-
scriptive accuracy. We have consumers in mind here partic-
ularly. Here changes in preferences, the formation of values,
the emergence of product images will be of major impor-
tance. The development of models for consumer behaviour
will be based on belief networks and means-end chain the-
ory that is empirically well grounded in marketing research
(Kottonau and Pahl-Wostl, in preparation). This approach
focuses in particular on the mutual relationship between col-
lective and individual learning. We consider changes at the
level of procedural knowledge (rules) as the major driving
force for the evolutionary socio-economic change required
for sustainable development. Therefore, we will put a major
emphasis on the social embedding of individual action.

We cannot say in advance what the necessary degree of
reductionism must be – that is, how fine grained must be
our representations of agents. Initially, we represent enter-
prises as engaging in activities determined by actors repre-
sented as problem space architectures, who learn by gener-
ating, testing and evolving models of their environments and
other agents, converting these models into rules of behav-
iour so that declarative knowledge (the models) become pro-
cedural knowledge (the rules) in accordance with Newell’s
unified theory of cognition (implemented as Soar) or Ander-
son’s theory of memory (implemented as Act or more re-
cently ACT-R).

We will investigate means of aggregating over these
agents in order to reduce computational expense without loss
of accuracy of our representations with respect to relevant
observations. At the level of aggregated groups of agents
(e.g., consumers) we need to develop descriptions of the styl-
ized behaviour that reflect the heterogeneity of the ensemble.
Procedures how this can be accomplished are known from
ecosystem modelling (e.g., Pahl-Wostl [29]). We will de-
velop alternatives to the “representative agent device” used
in many CGE models. Even within the rational actor para-
digm Mantel and Debreu showed already in 1974 that only
in highly restrictive cases of nearly identical consumers the
aggregate demand has the same mathematical properties as
individual demand (Debreu [10], Mantel [18]). In addition,
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we will represent markets as emergent trading relationships
and practices. We will not assume market structures, degrees
of competition or the effects of competition on the abilities
or inclinations of individual agents to set prices or determine
sales volumes. In this, we follow Marshall [19, pp. 323–
330], Kaldor [16] and Moss (1981).

5.2. The importance of institutions

The theoretical analysis of major innovations turns on the
relationship between the technology of exchange and the
institutions that support exchange. For example, ships are
bought and sold under a completely different set of arrange-
ments than are chocolate bars. The reasons are that ships
are generally not well standardised and they are expensive
to store. Consequently, building ships for stock to sell to
any customer that comes by would imply a long time lag be-
tween production and sale with a rapidly increasing price to
cover storage and financing changes. There is less risk to
the shipyards and less expense to the purchasers if ships are
built to order. Because of the high costs of maintaining ship-
yards, the yards maintain order books so that their work is
planned out for several years ahead. The order book enables
the shipyards to be fully utilised in the face of fluctuating
demands for ships. Chocolate bars, on the other hand, are
cheap to store and they are (partly as a result of branding)
highly standardised and they are quite durable. As a result,
they can be sold to passing customers whose identity is not
important and they can cheaply be held in stock so that the
inventory fluctuations absorb minor differences in produc-
tion and sales. The basis of this difference is the technolo-
gies involved in storage, transportation and communication.

Technological changes in these activities can radically
change the nature of exchange. In the last century, refrig-
eration replaced the prevailing system of selling live animals
to local butchers with the creation of huge slaughtering fac-
tories and the transport of chilled meat to the local butch-
ers. This and many similar examples have been reported by
Porter and Livesay [32]. The effects of the Internet and elec-
tronic trading could – indeed should – be analysed in these
terms.

It is plausible that an important factor in the scale and
pattern of energy use will involve changes in the practices of
exchange. Such induced institutional change may be benefi-
cial or not. A sucessful climate policy should foster benefi-
cial changes enhancing productivity and at the same time
reducing energy consumption. In order to investigate the
importance of this possibility, we propose to model the re-
lationships between trading patterns and practices, on the
one hand, and the technologies of storage, transportation and
communication (which collectively comprise the technology
of exchange), on the other hand. A particular issue to be in-
vestigated at an early stage in the project will be whether an
effect of a carbon tax or a tax (say) on diesel fuel would make
transportation of some goods so expensive as to encourage
local production and markets with consequent effects on
economies of scale in production. Can electronic control

and robotics reduce minimum efficient scales in production
thereby to make it possible to increase transportation costs
by some kind of tax and, as a result, encourage local produc-
tion without loss of scale economies? If the degree of stan-
dardisation of products were unaffected (because electronic
control programs can be shared via the Internet), would there
be a savings in the combined costs of exchange and produc-
tion without adversely affecting consumers? What kinds of
market arrangements might we expect to emerge from such
taxes? Would it be possible by public provision of infrastruc-
ture to facilitate such changes? And, of course, how impor-
tant might be the influence of such changes on anthropogenic
carbon dioxide emissions and thus on the course of climate
change?

6. Future developments

We can imagine a range of different approaches which
would meet the criteria of our methodological regime in ap-
plication to climate change.

The issue of scale in both time and space raises questions
not only about the use of physical models but also about how
to combine a physical climate model and a social model.
Decision making is local and short term. Climate change is
in the end a global phenomenon and long term. However,
the overall climate policy process started also at the global
scale. Bringing these two scales together to achieve mean-
ingful results requires much conceptual work. We offer a
few suggestions for an initial set of models integrating repre-
sentations of learning processes with established models of
climate. These would provide both substantive output and
a focus for developing the required modelling technology.
Examples of applications are:

How the effects of adaptability and emergent technology
on a regional scale diffuse globally. The consequences of
different speeds of response associated with different dy-
namics of the physical/ecological systems and how these
might influence technological change related to changing (or
not) patterns of energy use under different policy regimes.
Analysis of the principle of robust action where one should
choose short term decisions such that long term degrees of
freedom are maintained.

Investigation of the mutual relationship between global
negotiation processes and local processes of decision mak-
ing and innovation. We expect climate policy to be an itera-
tive process where local decisions are influenced and shaped
by expectations of global developments andvice versa.

Modelling the process of knowledge generation about the
climate system, the way this knowledge affects people’s be-
lief about climate and climate change. We believe such
models must take into account that uncertainties about both
the physical and the social processes make it possible (even
likely) that individuals will hold contradictory beliefs. Mod-
els which allow that qualitative aspects are important for
consumer choice and where shared environmental awareness
influences decision making.
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How might expectations of future developments deter-
mine investment and life-style decisions which would sup-
port functional responses to the threat of unfavourable cli-
mate change?

In general terms, we are proposing a modelling method-
ology and technology to support the exploration of differ-
ent global scenarios where one has different response strate-
gies and different scenarios of change in the climate sys-
tem. Our approach is based on a view of socio-economic
systems where the notion of an equilibrium state does not
make sense.

The legitimisation of a modelling approach for policy ad-
vice derives not only from internal criteria within science,
in particular not from being based on theoretical founda-
tions that may be subject to dispute. A model must produce
plausible results regarding empirical relationships. And it
must be plausible for the non-expert audience – extended
peer community and an embedding of the whole modelling
process into a social process with a dialogue with non-
scientific experts and/or citizens being concerned as con-
sumers and decision-makers. It is essential in this process
to include local domain knowledge and the subjective as-
sessments of the people concerned (Pahl-Wostl et al. [31]).
This paper motivates and describes a framework for taking
such requirements into account.

Appendix. Conditions of application for the rational
economist3

To consider the determination of the subjective expecta-
tion of net benefit from a model-based policy, we define a
policy as a set of individual actionsA. We suppose that any
model used to generate policy recommendations has a set
of conditions of applicationC. SinceC could be the null
set, this supposition includes the possibility that no condi-
tions of application have been specified. There will ben
such conditionsCi wheren is a non-negative integer and
CI ∈ {true, false}.

Let B be the image of the mapping[(A|C) → <] the
value of the benefits expected from the set of policy actions
in A given that a set of conditionsC are satisfied.

The “observation tag” for theith condition is φi ∈
{true, false} which takes the valuetrue if it is intended to
observe theith condition andfalseotherwise. The intention
of the policy analyst to observe conditions of application is
captured by the set

8 = {φi = true(i = 1 . . . n)
}
.

In addition, we denote byC(8) the cost of observing all
of the conditionsφi ∈ 8.

To complete our notation we require some means of rep-
resenting degrees of prior belief in the satisfaction of the
conditions of application which it is intended to observe.
The standard representation is in terms of subjective prob-
abilities. For this reason, we adopt the mapping9(8) /∈
3 This appendix is taken entirely from Moss [22].

[0,1] which we interpret as the subjective probability that
all conditions of application in8 will be found to be satis-
fied.

By hypothesis, if all of the conditions of application of
the theory are true, then the acts inA will imply some ex-
pected benefitE(B|C). Otherwise, some different benefit
E(B|¬C) will result. Since the benefit will be net of the
cost of ascertaining whether conditions of application are
satisfied, we define the benefit asB = B (8).

Evidently, the prior expected benefit ofA when the set of
conditions to be observed is empty is

E(B|8 = 0) = E(B|C)E(C)+ E(B|¬C)(1− E(C)).
(A.1)

More generally, the expected benefit given any arbitrary
set of conditions of application to be observed will be

E(B|8)=9(8){E(C|8)E(B|C)
(A.2)+ [1− E(C|8)]E(B|¬C)}− c(8).

In equation (A.2),c(8) is the cost of observing the con-
ditions in8. The expressionE(C|8) is the expectation that
all of the conditions of application are satisfied given that the
individual conditions in the set8 are known to be satisfied.
Expanding equation (A.2), we get

E(B|8)=E(C|8)9(8)E(B|C)
(A.3)

+ [1− E(C|8)]E(B|¬C)9(8)− c(8).
From the definition ofC, E(8|C) = 1.

Therefore,

E(C|8)9(8) = E(8|C)E(C) = E(C),
where the first equality is Bayes’ Law. In consequence,
equation (A.3) can be written

E(B|8)=E(B|C)E(C)+ (1− E(C))E(B|¬C)
(A.4)− (1−9(8))E(B|¬C)− c(8).

Substituting into equation (A.4) from equation (A.1),

E(B|8)=E(B|8 = 0)− (1− 9(8))E(B|¬C)− c(8).
(A.5)

The interpretation of equation (A.5) is that, taking the
case where no conditions of application are verified as the
base case, the expected benefit is reduced by the expectation
of benefit when the conditions of application are not satis-
fied and by the cost of ascertaining whether those conditions
are satisfied. If this is true for every possible combination of
conditions of application, then it is rational never to test for
model applicability.

Evidently, the rational modeller who accepts the impli-
cations of economic theory for rational behaviour and cost-
benefit analysis will investigate the conditions of application
of the model only when(

1−9(8))E(B|¬C) > −c(8). (A.6)
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indicating that the expected benefit of the policy implied
by an inapplicable model is negative to an extent which is
greater in magnitude the costs of determining whether the
model is applicable. This result accords with economic rea-
soning.
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