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It is with pleasure and excitement that we present Volume III of the Simon Fra-
ser University Undergraduate Journal of Psychology. Our goal this year was to 
extend and honour the effort put forth by those who contributed to the first 
and second editions. Sustainability of this journal and dedication to the SFU 
community are cornerstones that we hope to carry forward with this edition.

This year, we received particularly outstanding submissions, which demon-
strate the caliber of the work being produced by Undergraduate Psychology 
students this year. We are so thankful that there is an opportunity to highlight 
their determination and perseverance towards research excellence, and their 
work serves as the foundation of the Journal. Without them, this would not be 
possible While we can only print a small portion of the articles we receive, our 
Journal team extends its admiration to all those who submitted. Each body 
of work offers something unique, and we feel honoured to experience these 
perspectives in Psychology. 

We would like to extend our gratitude to the editors and reviewers for all their 
work and effort on this issue; they have volunteered hours of their time to re-
view and revise each article submitted, and have worked tirelessly to help de-
velop their fellow students as authors and researchers. In addition, this edition 
would not have been possible without the guidance of Dr. Tim Racine and Dr. 
Neil Watson, as well as the generous support of the SFU Department of Psy-
chology and the Psychology Student Union. 

Finally, we extend our utmost thanks to you as our reader. It is our hope that 
this publication inspires your inner researcher, and we look forward to seeing 
great things from you in the future. 

- The Managing Editorial Staff
Emma Carlson, Dana Cochrane & Chelsey Lee

Letter from the Editors
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Mental Health and Well-being among 
Canadian University Students:  

Review and Recommendations

Ravina Gill
Simon Fraser University

Mental health and well-being among Canadian university students has been declining 
over the past few decades (Durand-Bush, McNeill, Harding, & Dobransky 2015; Mah-
moud, Staten, Hall, & Lennie, 2012; Markoulakis & Kirsh, 2013; Nunes et al., 2014). A 
number of studies demonstrate a positive association between academic success and 
optimal mental health (Durand-Bush et al., 2015; Markoulakis & Kirsh, 2013; Nunes et 
al., 2014). Research shows there is a greater prevalence of psychological distress in uni-
versity students compared to young adults in the general population (Durand-Bush et 
al., 2015). This literature review examines a few explanations for this decline in mental 
health and some potential stressors that may have contributed to this problem. The 
literature reveals the following factors as the most prevalent in the decline of Canadian 
students’ mental health: academic pressure, financial stress, and increased competition 
in higher education. Finally, the paper suggests recommendations for future research 
and strategies to be employed by higher educational institutions to increase psycholog-
ical well-being. This paper is modeled using Keyes’s dual factor model of mental health.

Keywords: Canadian undergraduate students, mental health, well-being, academic 

Copyright: © 2016 Gill. This is an open-access article distributed under the terms of the Creative 
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in 

any medium, provided the original author and source are credited.

     There is a growing concern regarding 
the overall mental health and well-being 
of young adults in Canada (Markoulakis 
& Kirsh, 2013).  Mental health and well-
being are essential components to an 
individual’s overall health (Keyes, 2005; 
Markoulakis & Kirsh, 2013; Statistics 
Canada, 2010). According to the World 
Health Organization (2014), the well-
being of an individual includes their 
ability to manage common life stressors 
and work effectively while being able to 
contribute to their community. In gen-
eral, increased psychological well-being 
is correlated with success across various 
life domains such as work, relationships, 
and overall health (Keyes & Grzywacz, 
2005; Lyubomirsky, King, & Diener, 2005). 
Research within positive psychology, as 

applied to educational settings, suggests 
a similar relationship between well-be-
ing and academic achievement (Durand-
Bush, McNeill, Harding, & Dobransky, 
2015; El Ansari & Stock, 2010). Many 
young adults will experience various 
significant life changes in conjunction 
to completing their education (Nunes 
et al., 2014). These changes may include 
forming relationships, gaining financial 
responsibilities, balancing education 
and employment commitments and so 
forth. It is not a shock that mental health 
concerns arise during early adulthood 
given these important changes (Nunes 
et al., 2014). Over the past decade, there 
has been a growing awareness in the 
rise of mental health concerns among 
university students (Durand-Bush et al., 
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2015). The purpose of this paper is to 
review the decrease in mental health 
among the young adult population 
across Canadian universities, address 
the potential reasons for this declining 
trend, and provide strategies and recom-
mendations for future research in order 
to increase psychological well-being and 
academic success. 

Model of Mental Health 

      Mental health is not simply the 
absence of mental illness (Keyes, 2005). 
Keyes, a psychologist who has done sig-
nificant work within positive psychology, 
developed a model for mental health 
that is widely used across Canada (Keyes, 
2005; Peters, Roberts, & Dengate, 2011; 
Windhorst & Williams, 2015). Keyes’s 
(2005) dual factor model recognizes 
that mental health and mental illness 
exists as two separate but co-occurring 
continuums, which provides a com-
plete representation of an individual’s 
mental state. This paradigm defines 
mental health as a state of subjective 
well-being in which an individual is 
able to positively function in their life; 
in contrast, mental illness refers to an 
individual who meets the criteria for a 
certain mental condition (Keyes, 2005; 
Peter et al., 2011). The model illustrates 
that individuals without a mental illness 
are not necessarily mentally healthy 
(Peter et al., 2011). Consequently, it is 
possible for someone to have a mental 
illness but be mentally healthy and vice 
versa. Therefore, an individual can have a 
mental illness but because they are able 
to optimally function within their life, 
they show positive mental health (Keyes, 
2005). Similarly, an individual may have 
lower levels of mental health as shown 
by symptoms of distress, but not have a 
mental illness (Keyes, 2005). For instance, 
a Canadian study using the dual conti-
nua model found that students with low 
levels of well-being displayed symptoms 

of depression, but some others with 
a mental illness showed high levels of 
well-being (Peter et al., 2011). This study 
operationally defines levels of well-being 
using six dimensions of positive psycho-
logical functioning, which include self-
acceptance, interpersonal relationships, 
autonomy, personal growth, managing 
one’s environment, and a purpose in life 
(Peter et al., 2011).  Therefore, the dual 
factor model allows for the conceptual-
ization of mental health as emotional, 
psychological, and social well-being 
(Keyes, 2005). The application of this 
model to the mental health of the stu-
dent population is necessary in order to 
understand the mental health difficulties 
of young adults in the context of post-
secondary education.

 Decline in Psychological Well-being  

     In recent years, the demographic of 
the current generation of university 
students has changed tremendously, 
as have their mental health needs. The 
university student population is consid-
erably diverse with a large number of 
international students and a broad age 
range of students with many over the 
age of 25 (Burns, Lee, & Brown, 2011; 
Kitzrow, 2009; Mahmoud, Staten, Hall, & 
Lennie, 2012; Soet & Sevig, 2006; Statis-
tics Canada, 2010). The age of onset for 
many mental illnesses is between 18 to 
24 years old (Kessler et al., 2005).  This 
is often the age of the typical university 
student (Eisenberg, Gollust, Golberstein, 
& Hefner, 2007; Kessler et al., 2005). Dur-
ing the last few decades, reports show 
mental health problems are increasing 
among young adults within university 
(Eisenberg et al., 2007; Kitzrow, 2009). 
A greater proportion of students are 
experiencing severe levels of psycho-
logical distress, compared to traditional 
issues of adjustment to university seen 
in students during the 1980’s (Eisenberg 
et al., 2007; Kitzrow, 2009). The most 
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common mental health problems found 
in young adults include anxiety, mood, 
and substance use disorders (Nunes et 
al., 2014). Correspondingly, there is an 
increase in the number of university 
students dealing with depression and 
anxiety (Nunes et al., 2014). According to 
the American College Health Associa-
tion, a great number of students felt 
overwhelmed (87%), excessive anxiety 
(55%), and depressed with decreased 
functioning (33%) at some point within 
the past year (Durand-Bush et al., 2015). 
This survey data, collected from ap-
proximately 16,000 Ontario university 
students, indicated a significant propor-
tion of students were severely distressed 
(Durand-Bush et al., 2015). These find-
ings are consistent with results from a 
health survey conducted by the Centre 
for Addiction and Mental Health, which 
report 30 percent of Canadian under-
graduates are highly distressed, as mea-
sured by the twelve item General Health 
Questionnaire (Durand-Bush et al., 2015; 
Nunes et al., 2014). This questionnaire is 
a well established measure used to test 
mental health functioning, which has 
been used in many studies involving 
university students (Durand-Bush et al., 
2015). Studies show constant, unre-
solved stress can lead to psychological 
distress, which may result in severe 
mental health concerns (Durand-Bush et 
al., 2015; Nunes et al., 2014). The levels 
of distress among students are twice as 
high compared to their age-matched 
peers not in university (Durand-Bush et 
al., 2015). Furthermore, elevated levels of 
distress are associated with decreases in 
physical and mental health and poorer 
academic success (Park, Edmondson, 
& Lee, 2012). This data illustrates the 
serious mental health difficulties among 
undergraduate students within Canada 
over the last decade. 	
     Health survey data from students 
across Canadian post-secondary institu-
tions reveal that emotional distress is 

associated with academic performance 
(Durand-Bush et al., 2015; Nunes et al., 
2014; Park et al., 2012). Research shows 
a positive relationship between poor 
mental health and academic attrition 
because students who display higher 
levels of distress are more likely to 
perform worse academically or with-
draw from university (Durand-Bush et 
al., 2015; Nunes et al., 2014). A survey 
of over 6,000 university students across 
Canada showed symptoms of distress, 
such as feeling over-worked, worried, 
unhappy, depressed, and exhausted, in 
approximately 30 percent of the sample 
(Nunes et al., 2014). In addition, students 
with mental health problems experience 
physical, psychological, and social dif-
ficulties as well as poorer academic out-
comes (Markoulakis & Kirsh, 2013). These 
associations highlight the extensive 
mental health difficulties experienced by 
students, which can impact their success 
within the university community and 
beyond. 
 

 Stressors Impacting Mental Health

      The previously mentioned research 
shows many students are under great 
psychological distress, but this research 
fails to address the potential stressors 
impacting mental health. The pres-
sures faced by students during their 
post-secondary education are complex 
and may include, but are not limited to, 
academic demands, increased competi-
tion in higher education, and financial 
burdens (Eisenberg et al., 2007; Kruissel-
brink, 2013; Markoulakis & Kirsh, 2013). 
Studies indicate students encounter 
these various life stressors, but often 
do not perceive them as related to their 
mental health difficulties (Durand-Bush 
et al., 2015; Markoulakis & Kirsh, 2013). 
Many of these identified stressors are 
also seen in the general student popula-
tion, but the severity of the concerns 
experienced by students with mental 
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health problems is greater (Markoulakis 
& Kirsh, 2013). 
     Students who show signs of depres-
sion and anxiety often state that aca-
demic stress is one of the main factors 
contributing to their mental health prob-
lems (Nunes et al., 2014; Markoulakis & 
Kirsh, 2013). Students with untreated 
mental health concerns earn signifi-
cantly lower grades, compared to their 
peers (Markoulakis & Kirsh, 2013). Some 
researchers suggest mental distress may 
be contributing to students’ difficulties 
with concentration, memory, stress, and 
organizational ability (Markoulakis & 
Kirsh, 2013). It is important to note that 
concentration, memory, stress, and or-
ganization are essential components for 
academic success. If these components 
are impaired in students due to mental 
health troubles, it can have detrimental 
effects on their academic success (Mark-
oulakis & Kirsh, 2013).  
     Students feel a great pressure to 
achieve high grades within university. 
High grade expectations may be due to 
the competitive nature within post-
secondary institutions (Markoulakis & 
Kirsh, 2013; Nunes et al., 2014). In today’s 
job market, there is a greater require-
ment for higher education compared to 
thirty years ago (Kitzrow, 2009; Markou-
lakis & Kirsh, 2013; Nunes et al., 2014). 
Students feel they must contend with 
other students in order to ensure aca-
demic success (Kitzrow, 2009). Research 
shows 75 percent of young Canadians 
participate in higher education within 
at least four years after graduating high 
school (Kitzrow, 2009). Thus, greater ac-
cessibility to post-secondary education 
has allowed for a more diverse student 
population (Kitzrow, 2009). Currently, 
very little research has been conducted 
on the mental health needs of this 
diverse student population. The effort to 
meet such high expectations within uni-
versity and inability to cope with stress, 
are likely contributing to the decline 

in mental health in the undergraduate 
student population (Markoulakis & Kirsh, 
2013; Peter et al., 2011). 
     Another common stressor for 
students is financial stress. In Canada, 
tuition fees have been steadily rising 
with students experiencing greater 
student loans and debt after graduation 
(Merani et al., 2010). A study conducted 
by Merani and colleagues (2010) show 
a positive correlation between the 
amount of tuition fees paid and the re-
ported stress. Research shows students 
with large amounts of financial burden 
tend to have reduced academic perfor-
mance and are more likely to experience 
mental distress compared to their peers 
(Eisenberg et al., 2007; Merani et al., 
2010; Ross, Cleland, & Macleod, 2006). 
Another study shows students from 
lower socioeconomic backgrounds are 
more likely to experience symptoms of 
anxiety and depression (Eisenberg et 
al., 2007). This finding is similar to the 
socioeconomic differences in mental 
health within the general population 
(Eisenberg et al., 2007). However, further 
research examining socioeconomic sta-
tus and mental health among university 
students is needed (Markoulakis & Kirsh, 
2013). This may imply some students 
are performing poorly and experiencing 
poorer mental health because of debt 
and financial burdens (Eisenberg et al., 
2007). The most common instances of 
financial stress include paying for tuition 
and living expenses while balancing 
work and academic commitments 
(Markoulakis & Kirsh, 2013). Additionally, 
students experiencing mental health 
problems often take longer to finish 
their degrees compared to the average 
university student (Markoulakis & Kirsh, 
2013). It is possible that a combination 
of academic stress and financial burdens 
may prolong degree completion rates. 
The stress caused from high tuition costs 
and academic pressures both appear to 
be common factors impacting mental 
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health in students. 
     University students come in contact 
with many academic, social and financial 
stressors that may negatively impact 
their mental health (Mahmoud et al., 
2012). Additional research examining 
the potential factors involved in student 
distress is required. Very few studies 
have examined the demands associated 
within university life from the view-
point of students experiencing mental 
distress (Markoulakis & Kirsh, 2013). This 
perspective is essential to determine 
the best support services for students. 
The complex interaction of factors that 
create negative outcomes for students 
under mental distress need to be more 
clearly recognized in order to provide 
solutions for students to overcome these 
barriers.
   				      

Recommendations & Challenges
 	
     At the institutional level there is 
a critical need to address this rise in 
mental health problems by implement-
ing strategies to increase the well-being 
of students. In general, it appears that 
students’ experiences of stress are 
hindering their academic performance 
(Durand-Bush et al., 2015). Since con-
sistent stress can translate into severe 
mental health concerns, students would 
benefit from strategies that alleviate 
these difficulties. Some studies suggest 
students do not have sufficient coping 
skills to deal with university life (Durand-
Bush et al., 2015; Hofer, Busch, & Kartner, 
2011; Mahmoud et al., 2012). Research-
ers suggest the use of self-regulating 
skills in planning, controlling, and 
evaluating thoughts to achieve success 
in a dynamic university environment 
can lead to higher levels of well-being 
(Hofer et al., 2011). Research indicates 
that utilizing these self-regulating skills 
significantly predicts the students’ levels 
of stress, well-being, and mental health 
(Park et al., 2012). Compared to previous 

decades, studies show more students 
are seeking out counselling services 
(Burns et al., 2011; Kitzrow, 2009; Mar-
koulakis & Kirsh, 2013). However, other 
reports indicate students are less likely 
to obtain help (Martin, 2010; Peter et al., 
2011). It appears many students avoid 
seeking help on campus for their mental 
health conditions because they are 
worried about stigmatization (Martin, 
2010). Students worry about how others 
may perceive them if they utilize mental 
health services (Markoulakis & Kirsh, 
2013). Reports show students fear being 
rejected within university, their commu-
nity, and from future employment op-
portunities, if they disclose their mental 
health problems (Markoulakis & Kirsh, 
2013; Martin, 2010). Moreover, research-
ers notice students who decide to seek 
help have already experienced academic 
impairment (Martin, 2010). A poten-
tial solution to this timing issue is to 
increase awareness about mental health 
to reduce the stigma around seeking 
help. University programs aimed at 
spreading acceptance of mental health 
is one possible way to increase aware-
ness and reduce stigmatization (Martin, 
2010). Such a prevention strategy may 
help students understand the concept of 
mental wellness, so should they experi-
ence distress they will seek help prior to 
academic impairment. 
     Traditionally, therapeutic approaches 
such as counselling services have been 
widely used to treat mental illnesses. 
Many challenges have occurred with 
the increase in serious mental health 
problems among students, including 
the increased need for more counselling 
services provided by institutions (Martin, 
2010). However, these conventional 
practices neglect factors that promote 
well-being with the focus being on 
mental illness. In line with Keyes’s (2005) 
model, it is important to recognize 
that mental health is on a continuum 
in which an individual may not be at 
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optimal mental health. Therefore, new 
strategies must be developed and 
implemented in addition to providing 
student support services to ensure op-
timal mental health among the student 
population. Future research examining 
programs that will provide students with 
essential coping skills and strategies to 
relieve stress may act as alternatives to 
counselling (Martin, 2010). For instance, 
offering free and easily accessible edu-
cational courses on stress management, 
basic health, and finances during the 
first year of university life may be ben-
eficial for students. Another alternative 
to counselling may include meditation 
based programs to reduce symptoms 
of distress (Burns et al., 2011). Studies 
show meditation significantly alleviates 
symptoms of anxiety, depression, and 
stress (Burns et al., 2011; Kitzrow, 2009). 
Meditation programs can be a cost-
effective approach to reduce mental 
distress among university students. 
Meditation can occur in a group setting 
or alone, which allows the university 
to reach a broader student population 
and ensure positive mental health and 
well-being among all students (Burns et 
al., 2011). It is important for institutions 
to be open to such alternative resources 
in order to ensure academic success and 
mental wellness of their students. 
      The physical environment of an insti-
tution can significantly impact mental 
well-being of the student population. 
Many environmental factors can influ-
ence student mental health such as 
natural environments, access to campus 
support services, and social inclusivity 
(Windhorst & Williams, 2015; Van den 
Berg et al., 2007). One study illustrated 
that natural environments can help 
promote positive mental health (Wind-
horst & Williams, 2015). The findings 
of this study suggest students prefer 
areas that are familiar, had aspects of 
nature such as trees, and are separated 
from various stressors such as auditory 

and visual stimulation created by busy 
environments (Windhorst & Williams, 
2015). The study reveals natural environ-
ments promote relaxation and reflection 
among students (Windhorst & Williams, 
2015). These findings are consistent with 
research conducted by environmental 
psychologists who found that cross 
culturally, people prefer natural environ-
ments because they promote relaxation 
and provide social interaction (Van den 
Berg et al., 2007; Windhorst & Williams, 
2015; Plane and Klodawsky, 2013). Since 
natural settings impact overall well-be-
ing, learning environments may benefit 
from incorporating such elements into 
their institutions. Since very few stud-
ies have investigated the relationship 
between natural environments in an 
academic institution and student mental 
health, further research is required. 
     The next step for higher educational 
intuitions is to provide services and edu-
cation that is geared towards creating 
successful and resilient citizens in the 
classroom and beyond. Future research 
could explore cost-effective alternatives 
to therapy such as changing the learn-
ing atmosphere (Windhorst & Williams, 
2015). Offering alternative resources 
that educate students on mental health 
early in their university career may help 
impact student well-being by giving 
them the appropriate coping skills and 
information (Durand-Bush et al., 2015). 
Further research examining student 
mental health and well-being should 
focus on methods to reduce such stress-
ors and promote resilience to produce 
functional young adults within society. 
                                                                  

Conclusion

     It is clear that mental health can 
dramatically impact the well-being 
of students within university. Post-
secondary institutions across Canada 
are dealing with significant challenges 
regarding the changing mental health 
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needs of the current generation of uni-
versity students. Mental health is a vital 
component of university life that can 
greatly impact learning and academic 
success. As previously discussed, mental 
health struggles are strongly associ-
ated with poorer academic outcomes 
(Markoulakis & Kirsh, 2013). It is difficult 
to determine all the stressors that 
influence mental health because of the 
complex interactions between each 
factor. Moreover, studies fail to address 
the differences in the current demo-
graphic of university students such as 
culture, which may differentially impact 
the mental health needs of students 
(Mahmoud et al., 2012). However, cur-
rent research suggests some of the key 
contributors to the strain on mental 
health may include academic and finan-
cial pressures. Research examining the 
factors impacting student mental health, 
needs to be further investigated to 
provide effective solutions for students 
to overcome these obstacles. Although 
there has been increased awareness of 
mental health problems arising among 
university students, more must be done 
across all levels of the higher education 
system. Research shows it is equally as 
important to promote mental health 
to increase subjective well-being as it 
is to provide mental illness prevention 
strategies because promotion of positive 
mental health should be directed to all 
individuals (Peter et al., 2011). Active 
engagement in Canadian post-second-
ary institutions is required to develop 
policies and services to address student 
mental health. Thus, strategies to 
improve mental health must be treated 
as an institutional priority within higher 
education to ensure optimal well-being 
among all students.
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Depression, addiction, and other mental health disorders present a serious challenge 
socially, personally, and economically, creating an urgent need for novel treatments. 
In the present research, the therapeutic potential of lysergic acid diethylamide (LSD) is 
examined in the context of alcohol and smoking addictions, Autism Spectrum Disorder, 
and other mental health conditions such as depression and anxiety. This includes an ex-
amination of the psychedelic substance as a way to explore mental states and reorient 
emotion-based cognitions. Using the psychedelic experience as medicine, LSD can be 
used to treat a specific psychiatric illness, targeting the source of the issue and allowing 
patients to gain insight into their own disorders and behaviour, all with relative safety. 
It is concluded that LSD should be legally reclassified in such a way that allows further 
exploration of its utility as a treatment for clinical disorders, as well as its potential to 
provide insight into the psychology of these conditions.
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Lysergic acid diethylamide (LSD) is a 
potent hallucinogenic drug that evokes 
profound psychological and somatic ef-
fects (Frankel & Cunningham, 2002). It 
was first synthesized in 1943 by Swiss 
scientist Albert Hofmann, who soon after 
discovered the drugs psychedelic prop-
erties (Gasser, Kirchner & Passie, 2015). 
In 1949, it was brought to the attention 
of multiple medical centers in the United 
States when it was discovered that LSD 
could be used as a means of temporar-
ily mimicking mental illness and thus 
producing a model for psychosis (Os-
mond & Smythies, 1952). Research into 
its treatment applications goes back as 
far as the late 1950s, when Dr. Humphry 
Osmond and Abram Hoffer gave doses of 
LSD to severe alcoholics and found that 
the substance produced a vivid aware-

ness of personality problems (Mangini, 
1998). The researchers speculated that it 
was able to induce experiences inspiring 
an alcoholic to dismantle habitual pat-
terns through self-reflection and create 
a change in self-concept. Similar stud-
ies were also conducted, most notably 
by Ditman and Whittlesley (1959) and 
O’Reilly and Reich (1962), further inspir-
ing extensive research on LSD and re-
sulting in the publication of thousands 
of scientific papers and a proliferation 
of prescriptions to patients for its use in 
treating psychiatric disorders and pro-
moting personality improvement. 

The healing qualities of LSD were 
believed to be a medical breakthrough, 
and researchers began exploring the 
use of psychedelics for a variety of other 
purposes such as facilitating psychother-
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apy, enhancing creativity, and studying 
schizophrenia. It was seen as a promising 
and idealistic therapeutic method until 
the research came to a halt in 1967 due 
to inconsistent empirical data, govern-
ment interventions, and societal disap-
proval. Increasing concerns resulted in 
psychedelics being legally classified as 
Schedule One controlled substances in 
the United States, which suggests that 
LSD has a high potential for abuse and 
has no accepted medical use. This shut 
down avenues of research on unan-
swered questions and hindered future 
attempts to explore the benefits of the 
substance (Mangini, 1998). However the 
medical use of LSD must not be viewed 
as a treatment for psychiatric disorders 
generally, but rather as a way to target 
specific disorders. The goal is not to find 
a miracle drug that will universally aid 
all medical issues as was postulated 40 
years ago; this only leads to a surge in 
inconsistent research and contradictory 
results, all of which will spark contro-
versy and create doubt concerning its 
healing properties. Expecting unrealis-
tic results acts to discredit moderate or 
short-term effects, and poorly described 
trials result in the impression that stud-
ies were not well designed thus leading 
to the dismissal of valid results (Krebs & 
Johansen, 2012). The medical field needs 
something above and beyond a quick fix 
daily medication that temporarily alters 
neurochemical relations. Psychiatry must 
start addressing the source of mental 
illnesses and LSD may have the poten-
tial to do that. In light of its therapeutic 
benefits and low potential for abuse, LSD 
should be legally reclassified to a Sched-
ule Four substance which suggests a low 
potential for dependence and accepted 
medical use in treatment. This would al-
low researchers to investigate its possible 
treatment applications and re-open av-
enues for research concerning its effects 
on addictions and mental health disor-
ders such as Autism Spectrum Disorder 

(ASD), anxiety, and depression.  
LSD has promising implications in 

the mental health field and may be able 
to treat a multitude of disorders. LSD is 
a serotonergic agonist that down regu-
lates 5-HT2A, a system which has many 
implications regarding depressive and 
anxiety disorders (Buchborn, Schröder, 
Höllt, & Grecksch, 2014). Similar to anti-
depressants, LSD drug treatment has the 
potential to reverse depressive responses 
and feelings by rebalancing the hippo-
campal 5-HT2 and 5-HT1A signaling; in 
fact, rebalancing serotonin postsynaptic 
receptor signaling is a common property 
that many antidepressants share (Buch-
born et al., 2014). Furthermore, serotonin 
released from the median dorsal raphe 
forebrain primarily binds to postsynaptic 
5-HT1A receptors in the hippocampus 
and limbic system (Baumeister, Barnes, 
& Giaroli, 2014). This pathway is involved 
in tolerance and resilience to chronic 
stressors, allowing one to adapt to and 
cope with stressful situations. Targeting 
and stimulating this pathway using LSD 
has the potential to diminish the sever-
ity of, and treat, pervasive disorders such 
as generalized anxiety disorder, as well 
as prevent them from occurring in high-
risk subjects. A recent study showed psy-
chological improvements over a twelve-
month period in anxiety patients given 
three months of LSD-assisted psycho-
therapy (Gasser et al., 2015). Other than 
an initial sense of loss of control, none 
of the patients reported lasting adverse 
effects. Furthermore, patient reactions 
to the LSD treatment involved a positive 
facilitation of emotions, confrontation 
with previously unknown anxieties, as 
well as a restructuring of emotions, situ-
ational understandings, and world views 
(Gasser et al., 2015). This restructuring of 
emotions and recognition of mood states 
is key in helping patients suffering from 
severe depression and anxiety, but may 
also extend further and have beneficial 
implications for other mental health 
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disorders such as Post Traumatic Stress 
Disorder (PTSD). LSD can alleviate emo-
tional distress, facilitate cognitions such 
as memory, and reorient the negative 
biases that prime an individual’s mindset 
(Buchborn et al., 2014).  Examining the 
precise nature of LSD binding effects and 
the rebalancing of serotonin in specific 
neural pathways may have drastic thera-
peutic benefits for mental health disor-
ders and further research is needed. 

Another application for which LSD 
has potential is the psychotherapeutic 
treatment of alcoholism. LSD is well-
known for providing insight into one’s 
own behaviour by allowing the subject 
to explore new sensory experiences and 
by giving the individual a deeper mean-
ing and motivation in their lives (Gasser 
et al., 2015). Such introspection requires 
patients to observe insights into their 
problems and the hardships that have led 
them to rely on alcohol. LSD’s profound 
effects on the mind allows the patient 
to address deep underlying problems, 
confront their memories, and mean-
ingfully re-label their past experiences 
(Sessa, 2014). In randomized controlled 
trials conducted by Krebs and Johansen 
(2012), results showed that patients in 
alcoholic treatment programs given a 
single dose of LSD displayed a decrease 
in alcohol misuse. LSD treatment approx-
imately doubled the success rates during 
the first follow-up. There was a beneficial 
effect in short-term and medium-term 
patients after follow-ups, however there 
was not a statistically significant effect for 
long-term follow-ups (Krebs & Johansen, 
2012). However, this is expected, as it is 
uncommon for any drug to continue its 
treatment effects months after a single 
dose; follow-up admissions of the drug 
may be necessary to prevent longer-term 
relapse prevention. This, in combination 
with other therapies such as cognitive-
behavioural therapy and psychosocial 
interventions, can further decrease a pa-
tient’s risk of relapse. Krebs and Johansen 

(2012) also found that it was not uncom-
mon for patients to become much more 
self-accepting, optimistic, and feel as if 
they were given a new positive energy 
after a period of illness or sadness. Thus 
there is reason to believe that the legal 
reclassification of LSD to a Schedule Four 
controlled substance can serve as an ad-
equate solution to alcohol dependence, 
allowing patients treated with LSD to ob-
tain the confidence and courage to con-
quer current addictions and face future 
problems. 

There is also evidence to indicate 
that LSD could be helpful in the treat-
ment of tobacco addiction. Advancing 
the scientific study of LSD for this pur-
pose may hold the same promise found 
in its application to alcoholism. Five mil-
lion mortalities world-wide are smok-
ing related, which highlights an urgent 
need for effective treatments (Johnson, 
Garcia-Romeu, & Cosimano, 2014). Us-
ing psilocybin, a naturally occurring 
psychedelic produced from mushrooms, 
Johnson et al. (2014) observed smok-
ing cessation rates of 80% throughout 
the following 10 weeks after psilocybin 
treatment. The majority of participants 
also associated their cessation experi-
ence with drastic behavioural changes. 
Participants labeled three key mecha-
nisms by which psilocybin aided them 
in quitting smoking, including their 
changing orientation toward the future 
with long-term benefits outweighing im-
mediate desire, changing priorities and 
values, and a strengthening of their own 
belief in their ability to quit (Johnson et 
al., 2014). As noted previously, these are 
the same goals of LSD treatment, so it is 
entirely possible that treatment with LSD, 
a substance functionally similar to psilo-
cybin, may also result in the cessation of 
smoking. Other drug addictions of this 
nature may also benefit from LSD admin-
istration. For example, after only a single 
dose of LSD in trials for heroin addiction, 
results showed a significantly lower rate 
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of relapse in the LSD group compared to 
the control group at three, six, nine, and 
twelve months post treatment (Savage & 
McCabe, 1973, as cited in Krebs & Johan-
sen, 2012). A possible concern that may 
be raised in the context of using LSD to 
treat addictions is the use of one psycho-
active drug to replace the dependence 
of another drug, therefore creating an 
entirely new addiction.  However, LSD 
is a 5-HT2A agonist which is associated 
with fast elimination and prompt toler-
ance as a result of receptor downregu-
lation, thus it is not found to produce 
compulsive drug-seeking and addiction 
(Nichols, 2014; Johnson et al., 2014). Due 
to this tolerance, it has been argued that 
dependence and frequent use are much 
less likely compared to other drugs (Fan-
tegrossi, Woods, & Winger, 2004). Replac-
ing a harmful and dangerous drug with 
a different controlled, non-addictive sub-
stance can serve as a way to prevent or 
alleviate serious drug problems and in 
turn save lives. The evidence regarding 
LSD is compelling enough to pursue this 
method of treatment and dated societal 
biases and misguided beliefs should not 
impede potential breakthroughs in the 
treatment of addiction. 

In addition to its therapeutic ben-
efits, LSD is known to heighten creativity 
which has many potential applications, 
especially to the clinical field (Sessa, 
2008). Creative enhancement involves an 
increase in consciousness, altering per-
ceptions, changing an individual’s emo-
tions or self-concept, and the elimination 
of self-imposed restrictions, all of which 
are involved in the psychological expe-
rience induced by LSD in humans (Bau-
meister et al., 2014). The medical field 
is poised to benefit greatly from these 
enhancements in creativity, specifically 
in the case of Autism Spectrum Disorder 
(ASD; Sessa, 2008). Creative innovation is 
largely dependent on greater coopera-
tion and communication between brain 
regions that may not be usually strongly 

connected (Heilman, Nadeau, & Bevers-
dorf, 2003; Beaty et al., 2014). As patients 
with autism usually have deficits in the 
social domain, such as difficulty seeing 
the connectivity between people and 
objects (Lai, Lombardo, & Baron-Cohen, 
2014), it is postulated that LSD will allow 
patients to find new meaning and as-
sociations between objects and people. 
Allowing this enhanced communication 
between brain areas in such patients may 
allow for a better understanding of ASD 
and the brain in general. Furthermore, 
Klintwall et al. (2011) postulated that 
altered sensory modalities contribute 
to autistic symptoms, and a mechanism 
that targets specific sensory input has 
potential to change the patient’s behav-
iour. Thus, creative enhancement by the 
psychedelic experience is one area that 
may have potential to advance not only 
the study of ASD, but also the study of 
neuroscience more generally by further-
ing the research on both the brain and 
the mind. Despite this, the credibility 
and medical benefit of LSD’s potential for 
creative enhancement is often dismissed 
due to social stigma and perceived nega-
tive image of psychedelics. Therefore, in 
order to preserve the credibility of re-
search on LSD as a legitimate treatment 
for clinical problems, legalization should 
allow research to be carried out in a con-
trolled manner while maintaining restric-
tions on its public access. 

Although many would argue that 
LSD is a harmful and dangerous drug, it 
is not nearly as harmful as many other 
freely available substances (Nutt et al., 
2007). Alcohol, by comparison, is said to 
cause more harm than any other drug 
and results in 5% of global disability rates 
and 4% of total global mortality rates 
(Rehm, Mathers, & Popova, 2009). Follow-
ing this, some may then argue that alco-
hol is more dangerous simply because 
it is more prevalent, and the increased 
use and availability of LSD would cause 
similar harmful results. However un-
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like alcohol, a widely accepted yet fatal 
substance, it is believed that LSD has no 
critical dose acting directly on the body 
that would cause fatality. It is also impor-
tant to note that LSD would not become 
widely available, and instead be limited 
to the scientific and medical community. 
In addition, benzodiazepines, which are 
currently used to treat anxiety, are com-
monly prescribed yet can result in severe 
sedation, impaired cognitive and psycho-
motor skills, as well as severe withdrawal 
leading to insomnia, muscle spasms, ten-
sion, and even death (Lader, 2014; Neale 
& Smith, 2007).  While no drug or medi-
cal intervention is completely without 
risk, LSD is, statistically, very safe (Sessa, 
2014), and perhaps even safer than some 
psychoactive substances currently used 
to treat mental illness. In light of this, it is 
clear that the current legal classifications 
of LSD are not based on scientific evi-
dence and are in need of re-evaluation. 

Additional concerns regarding the 
usage of LSD center around possible 
side effects such as hallucinogen persist-
ing perception disorder (HPPD). HPPD 
is a condition characterized by re-expe-
riencing one or more of the perceptual 
symptoms causing distress and impair-
ment in significant areas of functioning 
(Lerner et al., 2003). Other studies have 
also suggested that the prolonged use 
of LSD induces anxious mood, tension, 
paranoia, and suicide attempts (Cohen, 
1960). However, concerns of this na-
ture are based on misleading studies 
conducted from the 1960s to the 1980s 
intended to deter use of the substance. 
Most claims positing the harms of psy-
chedelics should be evaluated with cau-
tion, as they are based on case reports 
or theoretical assumptions (Johansen 
& Krebs, 2015). In a recent population 
study of 130,000 adults in the United 
States, Johansen and Krebs (2015) failed 
to find a link between psychedelic drugs 
(such as LSD, psilocybin, and mescaline) 
and mental health problems. Specifically, 

there were no significant associations 
between lifetime use of psychedelics 
and mental health issues, psychological 
distress, anxiety, depression, or suicidal 
thoughts. Psychedelics are not known to 
harm the brain or other body organs, re-
sult in addiction and compulsion, disrupt 
psychosocial functioning, or cause se-
vere adverse effects (Halberstadt, 2011). 
It can then be hypothesized that in a con-
trolled, monitored environment, the pos-
sible negative outcomes of repeated LSD 
usage can be avoided.  However, due to 
legal restraints, the research community 
is limited in its ability to investigate and 
dispute concerns regarding the postulat-
ed side effects. Such restrictions on this 
research reflect misguided and outdated 
beliefs about the dangers of LSD. 

Depression, addiction, and other 
clinical disorders present a serious chal-
lenge to society and the misinforma-
tion on both illegal drugs, and mental 
illness, is overwhelming. LSD offers a 
novel alternative that can generate last-
ing benefits while avoiding harsh side 
effects, such as sedation and dysphoria, 
that accompany many medications used 
today. Physical and mental health barri-
ers can potentially be overcome with the 
legalized medical and therapeutic use of 
LSD, allowing patients to improve their 
emotional state, confidence and trust in 
given situations, and the ability to cope 
by enabling access to the thoughts and 
feelings that are usually excluded from 
consciousness. However, due to the his-
torical methodological problems and the 
illegality of hallucinogens, evidence for 
LSD’s therapeutic benefits are still largely 
unevaluated and its known potential 
is highly limited. The rationale behind 
the Schedule One classification of LSD 
appears to be misguided and illogical 
in light of the evidence for its potential 
benefits and relative safety (Baumeister 
et al., 2014). From a medical and public 
health perspective, it is difficult to under-
stand the justification for the dismissal of 
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the medical use of LSD. A major impact 
on the quality of life for those living with 
mental health issues and addictions is 
likely within reach. 
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The Feeling of Being ‘There’: Presence and the Role 
of Virtual Reality as a Research Tool

Alec McLeod

Simon Fraser University

This paper provides evidence to suggest that Virtual Reality (VR) technology offers psy-
chology a more ecologically and internally valid research tool than traditional means 
of research. As generalizations about certain areas of psychological research, such 
as in neuropsychology, are benefited by this brand of ecological validity, VR has the 
potential to radically change how research is performed. This paper offers presence, 
an individual’s feeling of being in a virtual environment, as the metric that dictates the 
realness of experience in VR. A focus on maximizing presence, then, should allow for 
the most ecologically valid research. Means of increasing an individual’s presence are 
elaborated, and current implementations and future applications of VR for psychology 
are discussed.

Keywords: virtual reality, presence, ecological validity, internal validity

     Since its inception, both in science 
fiction and in reality, Virtual Reality (VR) 
technology has been envisioned as an 
entertainment product; however, in 
recent years, science has slowly adopted 
the technology as an experimental and 
clinical tool. While it has been applied in 
the treatment of phobias (Klinger et al., 
2005), eating disorders (Riva, 2011), and 
posttraumatic stress disorder (Roth-
baum, Hodges, Ready, Graap, & Alarcon, 
2001), many areas of psychology have 
yet to implement VR technology, often 
preferring traditional paper-and-pen 
assessment with computerized scoring 
(Parsons, 2011). Fortunately, many see 
VR as a viable new tool, offering greater 
ecological validity without compromis-
ing a researcher’s experimental control 
(Loomis, Blascovich, & Beall, 1999; Camp-
bell et al., 2009; Parsons, 2015). Crucial to 
VR is a measurement of an individual’s 
‘presence’ in the Virtual Environment 
(VE): Presence is the feeling of being 

‘there’, and reflects to what degree 
an individual feels as though they are 
actually occupying a real environment. 
Essentially, then, an increase to presence 
equates to greater overall effectiveness 
of VR (Sanchez-Vives & Slater, 2005). 
Consequently, presence is an impera-
tive factor in determining the ecological 
validity of VR, and its current and future 
role as a research tool in psychology.
     VR is the simulation of an artificial, 
or virtual, environment through the 
aid of specialized hardware. Sitting in 
front of a desktop display that gener-
ates three-dimensional images can be 
considered VR, though non-immersive, 
as there is still a peripheral awareness of 
the direct environment. Conversely, the 
type of VR discussed here is immersive 
VR (Slater & Wilbur, 1997), which often 
uses head-mounted displays (HMDs) 
paired with head-tracking to create a 
more realistic experience. This type of 
VR setup necessitates other hardware, 
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including audio equipment and motion 
based input devices, as well as comput-
ers sufficiently powerful to render a VE. 
A common drawback is cost (Bowman & 
McMahan, 2007), but with more off-the-
shelf VR products reaching the market 
and the hands of researchers (Rand, 
Kizony, & Weiss, 2008), there is potential 
for the hardware to become less costly 
and more available in the near future 
(Desai, Desai, Ajmera, & Mehta, 2014). 
It is important to note that the level of 
immersion only objectively reflects the 
nature of the hardware used, and the 
experience available to the individual 
(Slater & Wilbur, 1997). Presence, on the 
other hand, measures the experience 
itself. 
     Presence is the feeling of physically 
being in a virtual environment rather 
than where your body is actually situ-
ated. Though insufficient psychological 
research has been performed on the 
phenomenon itself, presence is argu-
ably the defining metric through which 
the effectiveness of VR can be assessed 
(Slater & Wilbur, 1997). Presence is 
typically assessed subjectively via self-
reporting or through questionnaire, 
though there has been some evidence 
to suggest that it might be measur-
able objectively through changes in 
galvanic skin response (GSR; Lo Priore, 
Castelnuovo, Liccione, & Liccione, 2003). 
Presence can also be suggested through 
activation of the sympathetic nervous 
system as a response to threats in VR, 
as in one study, where GSR increased 
when participants observed their virtual 
bodies being stabbed (Hägni et al., 
2008). In another study, participants 
suffering from acrophobia (the fear of 
heights) showed anxiety in VR (Hodges 
et al., 1995); while presence was not 
measured, if the participants felt anxiety, 
logically, they must have felt a degree of 
presence in the VE. Typically, though, as 
in the above studies, behavior in VR that 
is nearly identical to real-world behav-

ior is sufficient to surmise a level of an 
individual’s presence.
     While a feeling of presence in VR is im-
perative, implementation of realistic and 
presence-inducing VR can be problemat-
ic. A typical VR experience is provided to 
individuals via HMD, with visual informa-
tion being the primary, and often only 
source of stimulus; however, it has been 
recently argued that visual cues are in-
sufficient for creating a cognitive spatial 
map of the virtual environment (Aghajan 
et al., 2015). Instead, cues from other 
modalities, such as through audition or 
haptic feedback, have been suggested 
as necessary for the brain to be passably 
fooled by VR (Ravassard et al., 2013). In 
fact, in rats, place cells of the hippocam-
pus — a region of the brain involved in 
memory and station navigation —  were 
found to be much less active if rats 
were unable to use proprioceptive cues, 
particularly vestibular cues, to assess po-
sition in a virtual environment (Aghajan 
et al., 2015). Strong feelings of pres-
ence can still be achieved during fMRI 
scans, where the head is fixed, and loud 
noises are occurring (Hoffman, Richards, 
Coda, Richards, & Sharar, 2003). Even so, 
feelings of presence appear to be the 
greatest when individuals have the abil-
ity to move freely and without restriction 
(Slater & Steed, 2000). Similarly, vestibu-
lar motion cues seem to be essential in 
convincing individuals of the occurrence 
of real motion, as well as decreasing the 
sickness sometimes associated with VR 
use (Harris, Jenkin, & Zikovitz, 1999). As 
a whole, it is apparent that presence in 
VR is strongest when movement is both 
visually and non-visually experienced 
just as it would be in the real world. 
Ergo, realistic perceptions of motion in 
VR are paramount to a realistic and thus 
presence-inducing experience.
     Presence is best maximized by under-
standing and employing features that in-
crease it. Because of the increased visual 
detail, some might assume that photo-
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realism increases presence, but this does 
not appear to be the case (Zimmons & 
Panter, 2003). Likewise, the illusion of 
depth does not have any tremendous 
effect on an individual’s feeling of pres-
ence (Baños et al., 2008). Instead, factors 
such as bodily representation (Slater & 
Usoh, 1994) and increased participant 
agency (Steuer, 1993) have a greater tie 
to perceived presence. When partici-
pants are led to believe that their VE is 
identical to the real world room they’re 
occupying, they report increased feel-
ings of presence in the VE (Bouchard et 
al., 2012). Similarly, being persuaded that 
virtual people encountered in VR exist 
for real also increases the presence of 
the participant (Nowak & Biocca, 2003). 
Taken together, realistic stimuli and 
persuasion of realism are sufficient to in-
duce perceived realism in VR. Ultimately, 
then, a perception that VR is occurring 
believably offers the maximal potential 
feelings of presence. 
     Crafting a research environment 
that is realistic and believable creates 
potential for realistic participant experi-
ence and response; increased realism, 
then should increase ecological validity, 
and thus the overall validity of research. 
Ecological validity is the degree to which 
the methods and results of experimenta-
tion can be generalized to the real-world 
setting that is being researched. Opin-
ions on the need for greater ecological 
validity in research are mixed, where 
some argue that failings or inaccura-
cies in methodology may not strongly 
impact results (Diamond, 1997) and that 
research validity ultimately depends on 
the kinds of claims being made about 
the results (Bornstein, 1999). A different 
pattern emerges from experimentation 
in neuropsychology, an area of psychol-
ogy examining the relationship between 
the brain and behavior. For instance, 
Chaytor and Schmitter-Edgecombe 
(2004) analyzed the ecological validity 
of a sizeable number of neuropsychol-

ogy experiments, finding that many of 
the tests — such as the Wisconsin Card 
Sorting Test and the Trail Making Test — 
were insufficiently related to outcome 
measures, reducing the potential gener-
alizability of the results. This is particu-
larly unfortunate, as in neuroscience, the 
activity of particular brain regions can be 
largely affected by the ecological validity 
of the measures used (Campbell et al., 
2009). Clinically, too, a neuropsycholo-
gist’s informed judgment of the scope of 
an impairment can be largely dependent 
on the ecological validity of the pertain-
ing research (Kieffaber, Marcoulides, 
White, & Harrington, 2007), though this 
is not necessarily the case for neuropsy-
chology generally. Fortunately, many as-
sessment tools in neuropsychology are 
already designed with ecological validity 
in mind (Robertson, Ward, Ridgeway, & 
Nimmo-Smith, 1996; Lamberts, Evans, & 
Spikman, 2010). Thus, greater ecological 
validity allows for greater overall validity 
of neuropsychological research and 
allows for greater generalizability and 
breadth of potential claims. And, just as 
with perception of presence in VR, mak-
ing an individual’s experience believable 
and maximally realistic allows for more 
veridical behavior and valid measure-
ment.
     The creation or recreation of a large 
ecologically valid experimental environ-
ment, while beneficial, can be costly 
and difficult. However, VR also has the 
capacity to facilitate and ease internally 
valid research design. For instance, VR 
allows for greater and more precise 
control over participant’s environment 
and stimuli, resulting in greater con-
sistency and computational precision 
in assessing results (Parsons, 2015). A 
pivotal advantage of VR over traditional 
means of research is the ease of control 
over adjustments to particular variables. 
For example, a study researching nico-
tine craving used VR to easily present 
participants with varying environments 
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containing either craving-inducing or 
neutral cues (Bordnick et al., 2004). VR 
allowed for identical environments to 
be rendered and presented to each 
participant, as well as allowing for social 
interaction to be fulfilled by virtual 
avatars. This supplanted any need to em-
ploy or instruct additional confederates 
as part of experimentation, and allowed 
for each participant to receive the same 
social interaction stimuli. Crucially, the 
application of VR facilitates experimental 
design, allowing for easily replicable 
experimental manipulations, and offers 
unmatched consistency in terms of 
experimental execution.
     Implementing VR as a valid research 
tool doesn’t necessarily impact results 
when compared to traditional paper-
and-pen means. In the above nicotine 
study (Bordnick et al., 2004), VR ex-
perimentation results match nicotine 
craving research previously performed 
through traditional means (Sayette, 
Martin, Wertz, Shiffman, & Perrott, 2001). 
In another study, VR was used to mea-
sure attention in boys diagnosed with 
attention deficit-hyperactivity disorder 
(ADHD) in a virtual classroom (Parsons, 
Bowerly, Buckwalter, & Rizzo, 2007). As 
expected, ADHD-diagnosed boys were 
found to be more distracted than normal 
boys, as evident in their task-perfor-
mance and bodily movement; also, the 
measured results mirrored results from 
traditional ADHD assessments of the 
same participants. Here, the virtual en-
vironment allowed for better control of 
potential distractors that might impact 
a traditional assessment (Parsons et al., 
2007). The implementation of VR pro-
duces essentially the same or equivalent 
findings, and of equal importance, ef-
fectively erases any biases or errors that 
might occur as a result of the inclusion 
of human roles in the research process.
     On the whole, VR offers greater valid-
ity without compromising control (Loo-
mis et al., 1999), facilitates design (Bord-

nick et al., 2004), and eases replication 
(Blascovich et al., 2002). But, VR also has 
benefit in that it extends design beyond 
what is typically possible for traditional 
research; for example, VR allows for 
adjustment to the environment between 
conditions and in real-time, by alter-
ing the environment itself, or adjusting 
the scale of objects or the individual, or 
even exaggerating the effects of stimuli 
(Hodges et al., 1995). This has many ben-
efits, including allowing precise control 
over exposure to phobic stimuli (Klinger 
et al, 2005). VR removes the necessity 
for many human roles in the research 
process; logically, the fewer human roles, 
be they as confederate, observer, coder, 
or otherwise, the less likely a human bias 
or error could negatively affect results, 
and the more internally valid those 
results are likely to be. Because of the 
digital nature of VR, methodology and 
complex research environments can be 
easily shared throughout the research 
community, ultimately offering greater 
ease of replication. Thus, while current 
technology used for neuropsychological 
assessment might be outdated (Parsons, 
2011) and potentially negatively affected 
by human involvement, VR offers an 
equivalent, and much more valid tool. 
     VR has the ability to facilitate a new 
brand of valid research; furthermore, 
‘solving’ presence, i.e., maximizing the 
presence felt by individuals in the virtual 
world, will allow for VR to become the 
foremost tool of psychological research. 
Though it has potential to generally 
benefit psychology (Loomis et al., 1999; 
Sanchez-Vives & Slater, 2005), it has par-
ticular benefit to cognitive psychology, 
especially in perception (Sanchez-Vives 
& Slater, 2005), social psychology (Blas-
covich et al., 2002), and neuropsychol-
ogy. VR also has tremendous clinical ap-
plications, both in assessment (Parsons 
et al., 2007; Parsons, 2011; Parsons, 2015) 
and treatment (Hodges et al., 1995; Rizzo 
& Kim, 2005). In fact, one of the most 
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striking implementations of VR is in the 
treatment of PTSD, where the precise 
recreation of traumatic events in a safe 
environment is paramount to patient 
amelioration (Rizzo et al., 2015). Due to 
the significant incidence rates of PTSD 
in military personnel internationally, as 
well as in survivors of terrorist attacks 
and other traumatic events, VR is and 
will continue to be an important tool in 
treatment. And, presence is crucial to its 
effectiveness.
     Be that as it may, there is a tremen-
dous lack of information in the scientific 
literature on presence, particularly on 
objective means of measurement. By the 
same token, there has been almost no 
neuroscientific research on the neural 
correlates of presence, though some ini-
tial evidence has shown brain activation 
in areas involved in spatial navigation 
(Baumgartner, Valko, Esslen, & Jäncke, 
2006). By admission, there is some dif-
ficulty in simultaneously administering 
VR while imaging the brain through tra-
ditional means, though relatively recent 
advances in near-infrared spectroscopy 
are allowing for an easier non-invasive 
method of neuroimaging while in VR 
(Kober, Wood, & Neuper, 2013). Further-
more, there has been too little research 
or analysis directly comparing results of 
VR research against traditional means of 
research; while there is increasing evi-
dence that VR experimentation produces 
results on par with previous findings 
(Bordnick et al., 2004; Parsons et al., 
2007), a larger body of evidence will help 
to promote further trust in VR. Going 
forward, greater experimentation is rec-
ommended as to thoroughly flesh out 
the understanding of presence, and thus 
the underpinnings of VR. As it stands, VR 
technology is advancing quicker that the 
research community can accommodate. 
Though the tools of the trade can be 
understandably expensive, and the en-
vironments difficult to produce, they are 
not theoretical tools for the near future. 

Virtual reality is a tangible tool that is 
available now, primed and ready to join 
psychology’s arsenal.
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Alzheimer’s disease (AD) is a progressive neurological disorder characterized by neu-
rodegeneration and loss of cognitive functions. Although its etiology is not yet clear, 
evidence suggests that AD, diabetes, and obesity may share a common pathophysiol-
ogy of disordered insulin signaling. Currently, there is growing evidence that hyperinsu-
linemia may play a key role in the development of AD, with some researchers dubbing 
it as “type 3 diabetes”. This paper addresses the recent increasing incidence of AD by 
adopting an interdisciplinary approach that unites anthropological, biological, and psy-
chological research to create a holistic understanding of how an evolutionary mismatch 
between our ancestral and current environment contributes to development of lifestyle 
diseases. Lastly, this paper discusses the theoretical implications of using nutritional 
therapy to treat cognitive symptoms of AD.
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     Alzheimer’s disease (AD) is a neurode-
generative disease marked by impaired 
memory and cognitive deficits (Bird, 
2014). Described as the pandemic of the 
21s century (Jellinger, 2006), statistics 
indicate that around 24 million people in 
the world were afflicted with dementia 
in 2001, with predictions that numbers 
would rise to 42.3 million in 2020 and 
81.1 million by 2040 (Ferri et al, 2005). 
The increasing prevalence of AD and an 
aging population has led many western 
countries prioritize it as a public health 
concern (Weiler, 1987). 
     Worryingly, statistics on other lifestyle 
diseases such as type 2 diabetes (T2D) 
and obesity are also rising. According to 
Statistics Canada (2016), approximately 
two million Canadians have (T2D) in 
2014, an 8.4% increase from 2010. More 
than 14 million of adult Canadians are 
also either overweight or obese, an esti-
mated 8% increase from 2010 (Statistics 
Canada, 2016). AD is highly comorbid 

with both diabetes and obesity (Pro-
fenno, Porsteinsson, & Faraone, 2010). 
Patients with T2D who have a history 
of multiple hypoglycemic episodes are 
also at an increased risk of developing 
dementia later in life (Whitmer, Karter, 
Yaffe, Quesenberry, & Selby, 2009). Meta-
bolic syndrome, a set of risk factors for 
cardiovascular disease and diabetes, is 
also associated with late-onset dementia 
and AD (Frisardi et al, 2010). Currently, 
metabolic syndrome is diagnosed as 
having three of the following symptoms: 
High waist circumference, high plasma 
triglycerides, high fasting glucose, low 
high-density lipoprotein cholesterol, and 
high blood pressure (Alberti, Zimmet, & 
Shaw, 2005).
     Notably, incidence of metabolic 
syndrome was relatively rare or almost 
absent in hunter-gather societies that 
followed a traditional diet (Cordain et al, 
2005; Schaeffer, 1971; Trowell & Burkitt, 
1980). Historical data indicates that such 
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cultures were also free from common 
maladies such as dental cavities, myopia, 
gall bladder disease, acne, obesity, and 
cancer that were prevalent in European 
societies at the time (Cleave, 1974).  Early 
observations classified such symptoms 
under the umbrella of “saccharine 
disease”, noted for its association with 
a diet rich in refined starches and sugar 
(Cleave, 1974). Subsequent research-
ers adopted the term “syndrome X” or 
“diseases of civilization” to address the 
cluster of symptoms that were especially 
prevalent in western civilizations but 
relatively rare in traditional societies 
(Burkitt, 1973; Cleave, 1974; Reaven & 
Laws, 1999). Although the definition of 
metabolic syndrome has fluctuated over 
the years, its connection to a western-
ized diet remains robust. According 
to Schaeffer (1971), the development 
of diseases of civilization was directly 
associated with the westernization of 
dietary habits.
     In light of both old and new research 
that invites insight into traditional 
lifestyle of hunter-gatherer societies, this 
paper proposes that the primary con-
tribution to the increasing prevalence 
of AD and its sequelae of metabolic ab-
normalities is an evolutionary mismatch 
between our ancestral and modern 
food environment. Currently, research 
has investigated diabetes, obesity, and 
AD as separate but related constructs. 
This paper proposes that a common 
pathophysiology of dysregulated insulin 
signaling may unite each disease as dif-
ferent points on a single continuum of 
hyperinsulinemic disorders. Lastly, this 
paper discusses the therapeutic implica-
tions of using a low-carbohydrate diet to 
treat AD and its comorbid disorders.

Insulin and Diseases of Civilization

     Lifestyle disease such as diabetes, 
obesity, and AD often occur sequentially 
and share a common pathophysiology 

of disordered insulin signaling. Insulin 
is a key hormone responsible for the 
partitioning of nutrients and energy 
(Ludwig, 2002). The pancreas releases in-
sulin upon ingestion of a meal. There are 
many factors that determine how much 
insulin is secreted, one of which being 
the glycemic load of foods (Ludwig, 
2002). The higher the glycemic load, the 
steeper the blood sugar rises, and more 
insulin secreted to bring it back down. 
Regular consumption of high glycemic 
load carbohydrates have been linked to 
increased risk for metabolic disorders 
such as: Cardiovascular disease (Liu et 
al, 2000), T2D (Krishnan et al, 2007), and 
obesity (Bell & Sears, 2003). 
     According to Cordain, Eades and 
Eades (2003), peripheral insulin resis-
tance is the first stage in the develop-
ment of T2D. T2D is an endocrine disor-
der featuring progressive deterioration 
of carbohydrate metabolism, usually 
over several years (Weyer, Bogardus, 
Mott, & Pratley, 1999). Researchers 
propose that a defect in insulin signaling 
marks the early stages of T2D (Pimenta 
et al, 1996), but the lack of longitudinal 
studies have made it difficult to pinpoint 
the exact temporal sequence of such 
deterioration (Weyer, Bogardus, Mott, 
& Pratley, 1999). Peripheral insulin resis-
tance is the physiological condition in 
when peripheral tissues such as muscles, 
adipose tissues, and liver become 
unresponsive to insulin signaling. One 
possible cause for peripheral insulin 
resistance is insulin receptor down-
regulation in response to exposure to 
high concentrations of serum insulin 
(Khan & Flier, 2000), or hyperinsulinemia. 
To compensate for receptor downregu-
lation, the pancreas secretes addi-
tional insulin to bring blood sugar back 
down (Cordain, Eades, & Eades, 2003). 
Although the organism will a maintain 
normal level of blood sugar as long as 
the pancreas is able to maintain this 
extra output of insulin, this state of “com-
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pensatory hyperinsulinemia” (Cordain, 
Eades, & Eades, 2003) can lead to many 
metabolic abnormalities distributed 
throughout the body.
     One consequence of hyperinsu-
linemia may be abnormal adipose 
growth in genetically susceptible indi-
vidual. Obesity is a metabolic disorder 
characterized by excessive accumulation 
of fat tissue. Research indicates that 
patients with obesity also have elevated 
levels of basal insulin and exaggerated 
insulin response to food intake (Grey 
& Kipnis, 1971). As both obesity and 
T2D feature abnormal insulin signaling, 
the two may be sequentially related. In 
other words, obesity is the disorder in 
which adipose tissues remain insulin 
sensitive and grow disproportionately 
in response to elevated insulin levels. In 
turn, T2D is the latter stage in which in-
sulin receptors in the peripheral tissues 
have downregulated to the effects of 
chronic hyperinsulinemia; the pancreas 
ceases to maintain the additional output 
of insulin, leaving blood sugar level 
pathologically elevated. Notably, both 
diabetes and obesity are comorbid with 
Alzheimer’s disease (Profenno, Por-
steinsson, & Faraone, 2010). People with 
abdominal obesity are three times more 
likely to develop dementia later in life, 
compared to people with a low waist 
circumference (Whitmer et al, 2008). As 
abdominal obesity is a marker for both 
glucose intolerance and insulin resis-
tance (Després & Lemieux, 2006), this 
suggests that these three disorders may 
share a common causal mechanism that 
is also temporally related. 
     Chronic hyperinsulinemia may exert 
effects beyond diabetes and obesity. 
The brain uses glucose as its primary 
fuel source. The brain is also an insulin-
sensitive organ, with distributed insulin 
receptors maintaining glucose metabo-
lism and neuronal growth (Frölich et al, 
1998). According to Craft and Watson 
(2004), peripheral insulin resistance may 

affect the functioning of the central 
nervous system. Additional research 
found that insulin crosses the blood-
brain-barrier (Reinhardt & Bondy, 1994) 
and is involved in cognition, learning, 
memory (Biessels, Bravenboer, & Gispen, 
2004). One connection between hyper-
insulinemia and AD lies in the insulin-
degrading enzyme (IDE) (Qiu & Folstein, 
2006). According to Qiu and Folestein 
(2006), IDE is an enzyme that works on 
two substrates: insulin and amyloid-β 
peptide (Aβ). As amyloid-β peptide is 
neurotoxic, the role of IDE is to regulate 
its levels in the brain’s neuronal and mi-
croglial cells (Qiu & Folstein, 2006). Qiu 
and Folstein hypothesized that hyper-
insulinemia may promote pathogenesis 
of AD by disrupting the activity of IDE, 
as both insulin and Aβ competes for IDE. 
Further research points to that met-
formin, a common insulin-sensitizing 
drug used in T2D, improve cognitive 
symptoms in patients with AD (Alagia-
krishnan, Sankaralingam, Ghosh, Mereu, 
& Senior, 2013). 
     Lastly, there is evidence showing that 
risk of cognitive decline does not only 
increase in patients with T2D, it also 
increases in patients with pre-diabetes 
and metabolic syndrome (Luchsinger, 
Tang, Shea, & Mayeux, 2004). One study 
on patients with type 1 diabetes found 
an inverse correlation between the 
number of hypoglycemic episodes and 
performance on cognitive tests such as 
reaction time (Langan, Deary, Hepburn, 
& Frier, 1991). As the brain depends 
on a steady supply of glucose trans-
ported through the blood-brain-barrier, 
maintaining glycemic homeostasis may 
be instrumental in preventing cognitive 
deficits commonly seen in patients with 
AD.

Diet and Evolution

     Regular consumption of refined grains 
and sugar is a dietary anomaly for most 
of human evolutionary history. Indeed, 
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on an evolutionary time scale, the prac-
tice of agriculture and animal husbandry 
was introduced as recently as 10 000 
years ago, an “eyeblink” compared to five 
to seven million years of hominin evolu-
tion (Wills, 2008, p.50). Food processing 
techniques that enabled the mass-
production of sugar were introduced 
as recently as the Industrial Revolution 
(Yudkin, 1972). Indeed, evidence indi-
cates that for most of human existence, 
sustenance was largely limited to low-
glycemic foods such as wild plants and 
animals (Cordain et al, 2005).
     In the human ancestral environments, 
insulin spikes are an adaptive response 
for appropriating energy storage, and 
this would have been a self-regulating 
cycle as most traditional diets featured a 
limited range of low-carbohydrate foods. 
Sugar intake would also have been 
limited to seasonal fruits, its glycemic 
impact reduced by fiber. Modern food 
processing techniques have disrupted 
this self-limiting cycle, making it possible 
to access sugar year-round in increasing 
quantities (Yudkin, 1972). To date, sugar 
and refined starches take up 36% of the 
calories consumed by the average Amer-
ican (Cordain, Eades, & Eades, 2003). 
Data indicates that sugar consumption 
in the U.S. had increased by 64% from 
1909 to 1999 (Gerrior & Bente, 2002) – an 
unprecedented amount that would have 
been unthinkable to our hunter-gatherer 
ancestors.
     Indeed, contrast to the “short, nasty, 
brutish” adage that has plagued the 
popular description of ancestral humans, 
paleontology research shows that most 
pre-agricultural societies lived on a diet 
that was ample in nutrients, such as 
iron, zinc, magnesium, and folate, and 
exhibited little to no chronic diseases 
observed in contemporary Western 
society (Cordain et al, 2002). Symptoms 
of metabolic syndrome were rare or 
entirely absent in native cultures who 
consumed a traditional low-carb, high-

fat diet (Cleave, 1973; Fouche, 1923; 
Schaeffer, 1971). Indeed, anthropological 
research on the nomadic group Masai 
indicated that they enjoyed good health 
despite their largely carnivorous diet of 
high-fat diet of milk, blood, and meat 
(Orr & Gilks, 1931). The Eskimos, whose 
diet based on blubber and animal 
meat, were also free from symptoms 
of diabetes or coronary heart disease 
(Cleave, 1974). Incidence of cancer was 
also extremely rare in the native African 
populations that consumed a traditional, 
hunter-gatherer diet (Fouche, 1923). 
Symptoms of physical deterioration did 
not emerge until the native population 
settle in colonized areas and adopted a 
westernized diet predominant in flour 
and sugar (Schaeffer, 1971). 
     In contrast to modern dietary 
guidelines that recommend a low fat, 
plant-based diet to prevent age-related 
cognitive decline (Barnard et al, 2014), 
Crawford (1992) observed that both fat 
and protein were imperative for the mas-
sive growth in brain size during human 
evolution. Other research indicated that 
energy derived from meat and fat was 
important for maintaining the higher 
metabolic costs of bigger brains (Leon-
ard, Robertson, Snodgrass, & Kuzawa, 
2003; Aillo & Wheeler, 1995). Myelin is 
the fatty sheath that wraps around nerve 
cells to speed up neurotransmission. 
High levels of cholesterol are critical for 
myelin growth and maintenance (Saher 
et al, 2005). The most bioavailable sourc-
es of dietary cholesterol are in animal 
foods, such as egg yolks and liver (USDA 
Food Composition Database, 2016). Zinc, 
a trace mineral found predominately in 
animal foods, is also critical for normal 
neuronal development during gestation 
(Wallwork, 1986).This suggests that for 
most of human evolutionary history, an 
animal-based diet was integral in the 
evolution and development of complex 
human nervous systems. 
     In addition, a comparative anthropo-
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logical analysis on the Masai and Kikyu 
tribe also revealed the former, whose 
diet was mainly carnivorous, consisted 
of relatively high intake of protein and 
calcium, averaged five inches taller than 
the Kikyu tribe, whose diet was mainly 
vegetarian, and subsisted on millet, 
legumes, and roots such as plantains 
(Orr & Gilks, 1931). Other research on 
hunter-gatherer diets indicates that 
despite geographic variation in carbo-
hydrate ratios – ranging from 30% in 
tropical areas and 15% in high altitudes 
– they were all markedly lower than the 
60% ratio recommended today (Strohl & 
Han, 2011). In sum, this suggests that the 
displacement of dietary protein and fat 
by grains and sugar in the westernized 
diet may have played a key role in the 
development of lifestyle diseases com-
monly observed today. 
     One common controversy in the 
relationship of AD and diet is the role 
of fat intake. When it comes to the 
association between diet and AD, the 
lipid-hypothesis has its evidence largely 
based on rodent models where high-fat 
diets is used to induce brain inflamma-
tion (Morrison et al, 2010; Panthan et al, 
2008; Pistell et al, 2010). One limitation 
of contemporary AD research is the use 
of rodent models to simulate the effects 
of high-fat consumption in humans. 
Although animal models provide valu-
able insight into how diseases emerge, 
humans and mice have diverged con-
siderably in their evolutionarily natural 
diets. Whereas humans have evolved to 
a mixed diet of protein and fat, rodents 
are opportunistic omnivores that have 
evolved to a high-carb diet of grains and 
cereal (Clark, 1982). As such, the dietary 
recommendations drawn from such 
experiments are limited in its application 
to humans.
     Furthermore, research on human 
participants has shown that a low-carb 
diet provides an effective strategy for 
treating metabolic syndrome (Volek & 

Feinman, 2005). Because carbohydrates 
is one of the most insulinogenic macro-
nutrient out of the three (Kopp, 2003), 
its reduction can help improve insulin 
sensitivity (Volek & Feinman, 2005). A 
low-carb diet was also more effective 
than a low-fat diet in inducing weight 
loss in patients with obesity (Samaha et 
al, 2003; Yancy, Olsen, Guyton, Bakst, & 
Westman, 2004). A low-carb, high fat ke-
togenic diet also holds promise for treat-
ing a variety of neurological disorders, 
including but not limited to dementia, 
epilepsy, and Alzheimer’s disease (Rho & 
Stafstrom, 2012). The classic ketogenic 
diet is a high-fat diet with a 4:1 ratio of 
fat to carbohydrates, but therapeutic 
benefits were found with less restric-
tive forms such as a modified Atkins 
diet (Dhamija, Eckert, & Wirrell, 2013). 
The ketogenic diet works by restrict-
ing carbohydrates intake, inducing the 
body to enter a state of ketosis in which 
ketone bodies become the predominant 
energy source (Rho & Stafstrom, 2012). 
A ketogenic diet has found to improve 
memory performance in patients with 
AD (Reger et al, 2004). Although it is not 
yet clear how the ketogenic diet works, 
some possible mechanisms may involve 
ketone bodies’ modulation of potassium 
channels (Ma, Berg & Yellen, 2007), and 
glutamate metabolism (Yudkoff et al, 
2004). 

Conclusion

     The classic adage goes “Nothing in 
biology makes sense except in light of 
evolution” (Dobzhansky, 2013, p. 87). 
In other words, the use of evolutionary 
theory as a meta-framework can reveal 
important insights regarding human 
nutrition and etiology of diseases. The 
theory of evolution can be the “universal 
acid” (Dennet, 1995) that erodes the 
dogmatic barriers between disparate 
fields of scientific research, explaining 
ultimate causations that would not 
be possible otherwise. In light of new 
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research that has emerged over the last 
couple of decades, evidence suggests 
that hyperinsulinemia is the central 
component that underlies many of 
the chronic diseases associated with 
metabolic syndrome. Thus, it may be 
necessary to revise current nutrition 
guidelines to promote higher intake of 
fat in its natural forms, such as butter, 
cream, and coconut oil, in favour of 
processed carbohydrate such as grains, 
cereal, and bread. 
     Such policy revisions will be difficult 
to implement for four reasons. First, it 
requires a substantial revision of govern-
ment nutritional guidelines that have 
become entrenched as official dogma 
over the last few decades. At the time of 
this writing, the current Canadian food 
guide is still recommending a diet based 
on a foundation of grains and cereals. 
Although a complete reversal may be 
unlikely, it may be helpful to increase 
public awareness about the glycemic 
index and empower them to make 
healthier choices. 
     Secondly, additional longitudinal 
studies may be necessary for fully 
investigating the causal links between 
diabetes, obesity, and AD. This method-
ological design may be problematic due 
to several reasons. Longitudinal studies 
are often costly and time-expensive. In 
addition, such study designs are vulner-
able to volunteer bias – that is, patients 
with the most severe symptoms may be 
too sick to participate, thus leaving re-
searchers to underestimate the potential 
relationship between T2D, obesity, and 
AD. 
     Thirdly, this would also require the 
medical system to shift toward a pre-
ventative and integrated model of care. 
Possible psychological interventions 
may include periodical cognitive screen-
ing for high-risk individuals, such as 
patients with T2D (Whitmer et al, 2008). 
Such measures ensure that patients in 
the prodromal phase of AD can be de-

tected and benefit from early treatment.  
Other possibilities include integrated 
healthcare settings where psychologists, 
physicians, and dieticians work together 
to provide continuity of care.
     Lastly, this would require psychology 
to shift toward a medical model in its 
practice. In other words, psychological 
interventions such as CBT may benefit 
from incorporating pharmacological and 
nutritional therapy in treating patients. 
Specifically, the use of CBT to treat 
anxiety and depression in patients with 
AD (Spector et al, 2014; Walker, 2004) 
may yield limited results as it neglects 
the physiological aspects of a diseased 
nervous system. For example, patients 
with uncontrolled hypoglycemia experi-
ence symptoms of anxiety and nega-
tive rumination (Wredling et al, 1992), 
not unlike a patient with generalized 
anxiety disorder. Such patients may 
benefit from using nutritional therapy 
to correct the underlying blood sugar 
fluctuations, rather than solely using 
CBT to target rumination symptoms. Of 
particular interest is also the connection 
between endogenous insulin resistances 
in patients with psychotic depression 
(Okamura et al, 2000).  This suggests that 
psychological interventions that solely 
target the abnormal thought patterns 
and emotions associated with brain dis-
eases, such as AD, may be insufficient for 
a therapeutic approach. Possible future 
intervention may include the addition of 
nutritional or pharmacological therapy 
to CBT for better patient outcomes.
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